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Abstract. Let F be a p-adic field, that is, a finite extension of Qp. Let D
be a finite-dimensional central division algebra over F and let SL1(D) be the
group of elements of reduced norm 1 in D. Prasad and Raghunathan proved that
H2(SL1(D),R/Z) is a cyclic p-group whose order is bounded from below by the
number of p-power roots of unity in F , unless D is a quaternion algebra over Q2.
In this paper we give an explicit upper bound for the order of H2(SL1(D),R/Z)
for p ≥ 5, and determineH2(SL1(D),R/Z) precisely when F is cyclotomic, p ≥ 19
and the degree of D is not a power of p.

1. Introduction

Let F be a nonarchimedean local field of residue characteristic p, that is, a finite
extension of Qp or the field of Laurent series over a finite field of characteristic
p. Let G be the group of rational points of a connected simply-connected simple
algebraic group G defined over F . By results of Moore [Mo2] and Prasad and
Raghunathan [PR1],[PR2], the second continuous cohomology group 1 H2(G,R/Z)
classifies topological central extensions of G (see [PR1, Chapter 10] for a detailed
discussion). If F has characteristic zero, finiteness of H2(G,R/Z) follows from a
general theorem of Raghunathan [Ra]. 2 However, the exact determination of the
above group (for F of either characteristic) is a deeper problem which received a lot
of attention since mid 60’s starting with a work of Moore [Mo1] and culminating
in works of Prasad and Raghunathan [PR1] and [PR2]. It is now known that if G
is isotropic over F then H2(G,R/Z) is isomorphic to the group of roots of unity
in F . Using Moore’s paper [Mo1], Matsumoto [Ma] proved this result for F -split
groups, and the case of F -quasi-split groups is due to Deodhar [De] and Deligne

The author is grateful for the support and hospitality of the Institute for Advanced Study where
part of this research was carried out. The author was supported by the National Science Foundation
under agreement No. DMS-0111298.

1Here R/Z is endowed with its usual topology, and the action of G on R/Z is trivial
2A very short proof of this fact was later found by Prasad [Pr1].
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(unpublished). Almost all remaining cases were handled in [PR1], and finally the
complete answer was obtained in [PRp]. 3

If G is anisotropic over F , then by Tits’ classification G is isomorphic to SL1(D)
for some finite-dimensional central division algebra D over F . Since SL1(D) is profi-
nite, H2(SL1(D),R/Z) is isomorphic to H2(SL1(D),Q/Z), where Q/Z is endowed
with discrete topology (see [PR2, 2.0]). Moreover, H2(SL1(D),Q/Z) is isomor-
phic to H2(SL1(D), (Q/Z)p), where (Q/Z)p is the p-primary component of Q/Z
(see [PR2, 2.1]). The main result of [PR2] asserts that H2(SL1(D), (Q/Z)p) is a
cyclic p-group whose order is bounded from below by the number of p-power roots
of unity in F , unless D is the quaternion division algebra over Q2. Moreover,
H2(SL1(D), (Q/Z)p) is trivial if F has no p-power roots of unity (in particular, if
F has characteristic p) and D is not a quaternion division algebra over Q3.

The goal of this paper is to obtain an explicit upper bound for the order of
H2(SL1(D),R/Z) when F has characteristic zero and p ≥ 5. Part (a) of the follow-
ing theorem provides such a bound in the general case, parts (b) and (c) give stronger
bounds in some special cases, and part (d) gives a precise order for H2(SL1(D),R/Z)
in the case of cyclotomic fields:

Theorem 1.1. Let F be a finite extension of Qp, let e be the ramification index of
F , and let pw be the highest power of p dividing e. Let D be a finite-dimensional
central division algebra over F , and let pN be the order of H2(SL1(D),R/Z) ∼=
H2(SL1(D), (Q/Z)p).

(a) Assume that p ≥ 5. Then N ≤ w + 6.
(b) Assume that p ≥ 4w + 15. Then N ≤ w + 1.
(c) Assume that p ≥ 19, the degree of D is not a power of p, the extension F/Qp

is Galois, and F contains p2th primitive root of unity. Then N ≤ w + 1.
(d) Assume that p ≥ 19, the degree of D is not a power of p, and F is a

cyclotomic field. Then N = w + 1.

Note that Theorem 1.1(d) immediately follows from Theorem 1.1(b)(c) and [PR2,
Theorem 8.1]. Indeed, if F = Qp(

n
√

1) and pk is the highest power of p dividing n,

then e = pk−1(p − 1) and w = k − 1. Thus |H2(SL1(D),R/Z)| ≤ pk by Theo-
rem 1.1(c) if k ≥ 2 and by Theorem 1.1(b) if k = 1, while [PR2, Theorem 8.1] yields
|H2(SL1(D),R/Z)| ≥ pk.

We now give a brief sketch of the proof of Theorem 1.1. Let G = SL1(D). In
[PR2] it is shown that H2(G, (Q/Z)p) is isomorphic to H2(G,Z/pkZ) for sufficiently

large k. Both G and Z/pkZ are p-adic analytic, so it is natural to ask if the order of
H2(G,Z/pkZ) can be computed using Lie algebras. In the theory of p-adic analytic
groups there is a well-known exp-log correspondence between (finitely generated)
powerful torsion-free pro-p groups and powerful torsion-free Zp-Lie algebras. This is
not enough for our purposes; however, what we can use is a work of Weigel [Weig],
who extended the above correspondence to the classes of powerful p-central pro-p
groups and Lie algebras (see § 3 for definitions).

3The argument in [PRp] uses global fields, but later Prasad [Pr2] found a purely local proof.
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Now consider the congruence subgroup H = SLde+1
1 (D) where d is the degree of

D. It is easy to see that H is powerful and torsion-free. Let resG|H be the restric-

tion map from H2(G,Z/pkZ) to H2(H,Z/pkZ). At the end of § 5 we will show that
resG|H has small kernel (see Proposition 5.9). Next we will prove that any coho-
mology class lying in the image of resG|H is represented by a (central) extension

1 → Z/pkZ → Ĥ → H → 1 where Ĥ is powerful and p-central (see Lemma 6.3).
Applying Weigel’s log functor we obtain the corresponding extension of powerful
p-central Lie algebras. This extension, in turn, represents some cohomology class
in H2(h,Z/pkZ), where h is the Zp-Lie algebra of H. Moreover, the obtained co-

homology class is invariant under the natural action of G on H2(h,Z/pkZ). These
results lead to an upper bound for the order of H2(G,Z/pkZ) in terms of the expo-
nent of the G-invariant part of H2(h,Z/pkZ). Finally, in § 7 we obtain an explicit
description of G-invariant classes in H2(h,Z/pkZ), which yields the bound given in
Theorem 1.1(a).

The proof of Theorem 1.1(b) is based on similar ideas, but is considerably more
technical. Instead of Weigel’s correspondence we use Lazard’s exp-log correspon-
dence between finite groups and finite Lie rings of p-power order and nilpotency
class less than p. The reduction of Theorem 1.1(b) to computation of cohomology
of finite p-groups is based on the analysis of the inflation map H2(G/Gm,Z/pkZ)→
H2(G,Z/pkZ) for m ∈ N, where Gm = SLm1 (D).

Finally, to prove Theorem 1.1(c) we use the following simple fact pointed out
to the author by Gopal Prasad: If F/F0 is an extension of p-adic fields and D
is a central division algebra over F whose degree is relatively prime to [F : F0],
then D ∼= D0 ⊗F0 F for some division algebra D0 over F0. Furthermore, certain
information about the restriction map H2(SL1(D),R/Z) → H2(SL1(D0),R/Z) is
provided by [PR2]. Using this idea, we reduce the proof of Theorem 1.1(c) to the
case of division algebras over p-adic fields of small degree, where Theorem 1.1(b)
becomes applicable.

Organization. In § 2 we discuss the basic relation between cohomology and cen-
tral extensions for profinite groups and Lie algebras. In § 3 we describe exp-log
correspondence between certain classes of p-adic analytic pro-p groups and Zp-Lie
algebras. We then use this correspondence to establish a relationship between the
second cohomology of pro-p groups and Lie algebras belonging to those classes. In
§ 4 we review basic facts about division algebras over local fields. In § 5 we study
group-theoretic properties of central extensions of SL1(D) where D is a division
algebra over a p-adic field. In § 6 we deduce parts (a) and (b) of Theorem 1.1 from
certain results on Lie algebra cohomology which, in turn, are proved in § 7. Finally,
in § 8 we prove Theorem 1.1(c).

Restrictions on p. While all parts of Theorem 1.1 require at least that p ≥ 5,
most of our auxiliary results hold for p = 3 and some even for p = 2. In § 5 and § 7
we will impose a general restriction on p and d (where d is the degree of the division
algebra D under consideration) at the beginning of the section; in other sections we
will state the restrictions separately for each result.
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Basic notations. Throughout the paper Z will stand for integers, N for positive
integers, Zp for p-adic integers and Fp for a finite field of order p. If G is a topological

group, γnG will denote the closure of the nth term of the lower central series of G,
and Gn the closed subgroup of G generated by nth powers. If A and B are subsets
of G, let [A,B] be the closed subgroup generated by {[a, b] : a ∈ A, b ∈ B}, where
[a, b] = a−1b−1ab. If x1, . . . , xk are elements of some Lie ring L, the left-normed
commutator [x1, . . . , xk] is defined inductively by [x1, . . . , xk] = [[x1, . . . , xk−1], xk]
for k ≥ 3.

Acknowledgements. I am very grateful to Gopal Prasad for posing the problem,
very interesting conversations, and suggesting an idea that resulted in significant
improvement of the results of this paper. I am very thankful to Thomas Weigel for
sending me his unpublished manuscript [Weig]. I would also like to thank Andrei
Jaikin and Thomas Weigel for helpful discussions related to this paper and the
anonymous referee for a number of useful suggestions.

2. Central extensions and second cohomology

2.1. Central extensions and cohomology for profinite groups. In this sub-
section we briefly recall the connection between topological central extensions of a
profinite group and its second continuous cohomology.

Let H be a profinite group and let A be an abelian profinite group, considered as
a trivial H-module. Denote by Ext(H,A) the set of equivalence classes of topological
central extensions of H by A, that is, extensions of the form

1→ A
ι−→ Ĥ

ϕ−→ H → 1 or, in abbreviated form, A
ι
↪→ Ĥ

ϕ
� H,

where ι and ϕ are continuous and ι(A) is central in Ĥ (note that the group Ĥ is

automatically profinite). Recall that two extensions 1→ A
ι1−→ Ĥ1

ϕ1−→ H → 1 and

1→ A
ι2−→ Ĥ2

ϕ2−→ H → 1 are equivalent if there exists a (continuous)4 isomorphism

α : Ĥ1 → Ĥ2 which makes the following diagram commutative:

(2.1)

1 −−−−→ A
ι1−−−−→ Ĥ1

ϕ1−−−−→ H −−−−→ 1y yid

yα yid

y
1 −−−−→ A

ι2−−−−→ Ĥ2

ϕ2−−−−→ H −−−−→ 1

To avoid complicated notations we will not be explicitly distinguishing between
extensions and their equivalence classes.

Next recall that Ext(H,A) is an abelian group with respect to the Baer sum

defined as follows: let E1 = (A
ι1
↪→ Ĥ1

ϕ1
� H) and E2 = (A

ι2
↪→ Ĥ2

ϕ2
� H) be two

elements of Ext(H,A). Then

E1 + E2 = (A
ι
↪→ Ĥ/N̂

ϕ
� H)

4Since profinite groups are compact and Hausdorff, the inverse map α−1 is automatically con-
tinuous as well.
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where Ĥ = {(x1, x2) ∈ Ĥ1 × Ĥ2 : ϕ1(x1) = ϕ2(x2)}, N̂ = {(ι1(a), ι2(a−1)) : a ∈ A},
ι(a) = (ι1(a), 1)N̂ = (1, ι2(a))N̂ , and ϕ((x1, x2)N̂) = ϕ1(x1) = ϕ2(x2).

For any element E = (A
ι
↪→ Ĥ

ϕ
� H) of Ext(H,A) its inverse is −E = (A

ι′
↪→ Ĥ

ϕ
�

H) where ι′(a) = ι(a)−1 for all a ∈ A.

Now let H2(H,A) be the second continuous cohomology of H, that is, the sec-
ond cohomology based on the standard complex where cochains are required to be
continuous. Thus H2(H,A) = Z2(H,A)/B2(H,A) where the group Z2(H,A) of
2-cocycles consists of continuous functions f : H ×H → A such that

f(xy, z) + f(x, y) = f(y, z) + f(x, yz) for all x, y, z ∈ H

and the group B2(H,A) of 2-coboundaries consists of continuous functions f : H ×
H → A of the form f(x, y) = u(x) + u(y) − u(xy) for some continuous function
u : H → A.

There exists a canonical isomorphism of abelian groups H2(H,A) ∼= Ext(H,A)
defined as follows:

Given C ∈ H2(H,A), let Z : H ×H → A be a 2-cocycle whose cohomology class

is equal to C. Let Ĥ be the set of pairs {(h, a) : h ∈ H, a ∈ A} with multiplication
given by

(2.2) (h1, a1) · (h2, a2) = (h1h2, a1 + a2 + Z(h1, h2))

The central extension corresponding to C is A
ι
↪→ Ĥ

ϕ
� H where ι(a) = (1, a) and

ϕ((h, a)) = h for any a ∈ A and h ∈ H. We will denote (the equivalence class of)
this extension by Ext(C).

Conversely, let E = (1→ A
ι−→ Ĥ

ϕ−→ H → 1) be an element of Ext(H,A). Let

ψ : H → Ĥ be a continuous section of ϕ, that is, a continuous map H → Ĥ such

that ϕ ◦ψ = idH (such a section exists since Ĥ and H are profinite – see, e.g. [Wil,
1.3.3]), and define Z : H ×H → A by

Z(h1, h2) = ι−1(ψ(h1h2)−1ψ(h1)ψ(h2)).

Then Z is a 2-cocycle whose cohomology class [Z] is independent of the choice of ψ,
and Ext([Z]) = E .

2.2. Central extensions and cohomology for Lie algebras. On the Lie algebra
side, we will discuss the connection between central extensions and cohomology in
the abstract (discrete) case since we are not aware of the corresponding reference
in the topological case. The discrete case will be sufficient for the purposes of this
paper since we will work with extensions inside the category of Zp-Lie algebras
which are finitely generated as Zp-modules, and any homomorphism between such
Lie algebras is automatically continuous with respect to pro-p topologies (see the
discussion at the beginning of § 3).

Fix a commutative ring R with 1, let h be an R-Lie algebra, and let a be an
R-module considered as an abelian R-Lie algebra and as a trivial h-module. As in
the group case, denote by Ext(h, a) the set of equivalence classes of central R-Lie
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algebra extensions 0 → a
ι−→ ĥ

ϕ−→ h → 0. The addition is defined in complete
analogy with the group case.

It is still true that Ext(h, a) is isomorphic to H2(h, a); however, we are not aware
of a simple-to-describe cochain complex that can be used to compute the cohomol-
ogy groups. Here the cohomology groups are defined functorially as Hk(h, a) =
ExtkUh(R, a) where Uh is the universal enveloping algebra of h and R is considered
as a trivial h-module.

Consider now the important special case where h is a free R-module. In this
case, one can compute the cohomology groups Hk(h, a) similarly to the group case,
using the Chevalley-Eilenberg complex. In particular, H2(h, a) is isomorphic to
Z2(h, a)/B2(h, a) where Z2(h, a) consists of R-bilinear functions f : h× h→ a such
that

(i) f(x, x) = 0 for all x ∈ h
(ii) f([x, y], z) + f([y, z], x) + f([z, x], y) = 0 for all x, y, z ∈ h.

and B2(h, a) ⊆ Z2(h, a) is the set of all R-bilinear maps f : h × h → a of the form
f(x, y) = u([x, y]) for some R-linear function u : h→ a.

The canonical isomorphism between H2(h, a) and Ext(h, a) in this special case is
defined similarly to groups:

If c ∈ H2(h, a) and z : h× h→ a is a 2-cocycle representing c, we define Ext(c) ∈
Ext(h, a) to be the extension 0 → a

ι−→ ĥ
ϕ−→ h → 0, where ĥ = h ⊕ a as an

R-module with Lie bracket [(h1, a1), (h2, a2)] = ([h1, h2], z(h1, h2)).

Conversely, let E = (0 → a
ι−→ ĥ

ϕ−→ h → 0) be an element of Ext(h, a). Since

h is a free R-module, there exists an R-linear section ψ : h → ĥ, and it is easy to
check that E = Ext([z]) where z ∈ Z2(h, a) is defined by

(2.3) z(h, k) = ι−1 (ψ([h, k])− [ψ(h), ψ(k)]) .

Going back to the general case (where h is not necessarily free), one can still define
the groups Z2(h, a) and B2(h, a) and the map Ext : Z2(h, a)/B2(h, a) → Ext(h, a)
as above; however, this map need not be surjective. In [HZ] it was shown that

at least in the special case R = Z there are natural generalizations Z̃2(h, a) and

B̃2(h, a) of the spaces Z2(h, a) and B2(h, a) defined above with the property that

Z̃2(h, a)/B̃2(h, a) ∼= Ext(h, a). However, we do not know if there is a natural cochain
complex whose cohomology groups are isomorphic to Hk(h, a) which yields the same
definitions of 2-cocycles and 2-coboundaries.

2.3. Restriction and inflation maps. In this subsection we will define the re-
striction and inflation maps on the second cohomology groups for profinite groups
and Lie algebras directly in terms of the associated central extensions. We will also
describe the image of the inflation map in terms of the associated central extensions.

We start by recalling the usual definition of the restriction and inflation maps
for profinite groups in terms of cocycles. So let H be a profinite group, N a closed
subgroup of H and A an abelian profinite group considered as a trivial H-module.
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The restriction res : H2(H,A)→ H2(N,A) is induced from the restriction map (in
the obvious sense) on cocycles Res : Z2(H,A)→ Z2(N,A).

If N is normal in H, the inflation inf : H2(H/N,A)→ H2(H,A) is induced from
the map Inf : Z2(H/N,A) → Z2(H,A) given by (Inf f)(x, y) = f(xN, yN) for all
f ∈ Z2(H/N,A) and x, y ∈ H.

Let us now rephrase these definitions in terms of central extensions. So let c ∈
H2(H,A), and let E = (A

ι
↪→ Ĥ

ϕ
� H) ∈ Ext(H,A) be the corresponding central

extension. Then it is easy to see that res(E) ∈ Ext(N,A), the restriction of E , is

given by res(E) = (A
ι
↪→ ϕ−1(N)

ϕ
� N).

Assume now that N is normal in H, c ∈ H2(H/N,A) and

E = (A
ι
↪→ E

ϕ
� H) ∈ Ext(H/N,A)

is the corresponding central extension. Let π : H → H/N be the natural projection,

and let P be the pullback of the diagram E
ϕ−→ H/N

π←− H, that is,

P = {(x, y) ∈ E ×H : ϕ(x) = π(y)}.

It takes a little work (see, e.g. [Weib, Exercise 6.6.4, p. 285]) to check that the

inflation inf(E) ∈ Ext(H,A) is given by inf(E) = (A
ι′
↪→ P

ϕ′

� H) where ι′(a) =
(ι(a), 1) for all a ∈ A and ϕ′(x, y) = y for all (x, y) ∈ P .

Both definitions of the restriction and inflation maps have direct analogues for
R-Lie algebras. The definitions in terms of central extensions (which are most
suitable for our purposes) remain exactly the same. The definitions in terms of
cocycles extend (with obvious changes) to the subsets of the cohomology groups
corresponding to extensions which split on the level of R-modules; for the general
case (which is still quite similar) we refer the reader to [HZ].

The next lemma provides a characterization for the image of the inflation map
between second cohomology groups in terms of the associated central extensions.
Although this is a standard result, we are not aware of a reference in the literature.

Lemma 2.1. Let H be a profinite group, N a closed normal subgroup of H, and let
A be an abelian profinite group (considered as a trivial H-module). Fix c ∈ H2(H,A)

with Ext(c) = (1 → A
ι−→ Ĥ

ϕ−→ H → 1). Let inf : H2(H/N,A) → H2(H,A) be
the inflation map.

(a) Suppose that c = inf(c′) for some c′ ∈ H2(H/N,A). Then there exists a

continuous section ψ of ϕ (i.e. a map ψ : H → Ĥ with ϕψ = idH) such that

ψ(N) is a normal subgroup of Ĥ.
(b) Conversely, suppose that ϕ has a continuous section ψ such that ψ(N) is

a normal subgroup of Ĥ. Let c′ ∈ H2(H/N,A) be the cohomology class
corresponding to the extension

E ′ = (1→ A
ι′−→ Ĥ/ψ(N)

ϕ′−→ H/N → 1)

where ι′ and ϕ′ are induced by ι and ϕ, respectively. Then c = inf(c′).
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Proof. In both parts we let Q = H/N and π : H → Q is the natural projection.

(a) Let (A
ι′
↪→ Q̂

ϕ′

� Q) be the extension corresponding to c′. Then (up to

equivalence) we have Ext(c) = (A
ι
↪→ Ĥ

ϕ
� H) where Ĥ = {(x, y) ∈ Q̂ × H :

ϕ′(x) = π(y)}, and ι and ϕ are defined by ι(m) = (ι′(m), 1) for any m ∈ A and
ϕ(x, y) = y for any y ∈ H.

Now choose a continuous section ψ′ : Q→ Q̂ of ϕ′ such that ψ′(1) = 1, and define

ψ : H → Ĥ by ψ(y) = (ψ′(π(y)), y). Clearly, ψ is a continuous section of ϕ, and

ψ(N) = {(1, y) : y ∈ N} is a normal subgroup of Ĥ.

(b) Let c′′ = inf(c′). Then by definition Ext(c′′) = (A ↪→ P � H) where

P = {(x, y) ∈ Ĥ/ψ(N)×H : ϕ′(x) = π(y)}. It is straightforward to check that the

map α : Ĥ → P given by α(z) = (zψ(N), π(z)) is a continuous isomorphism (hence
also bi-continuous since both groups are compact) which yields equivalence of the

extensions (A ↪→ P � H) and (A ↪→ Ĥ � H). Thus c = c′′, as desired. �

2.4. Equivariant extensions and cohomology classes. Let H and A be profi-
nite groups with A abelian, and suppose that G is another group which acts on both

H and A by continuous automorphisms. An extension A
ι
↪→ Ĥ

ϕ
� H will be called

G-equivariant if there exists an action of G on Ĥ by continuous automorphisms
which is compatible with the G-action on H and A, that is,

ι(a)g = ι(ag) for any a ∈ A and g ∈ G, and ϕ(xg) = ϕ(x)g for any x ∈ Ĥ and g ∈ G.

We will denote the subset of G-equivariant extensions by Ext(H,A)G.

An element c ∈ H2(H,A) will be calledG-equivariant if Ext(c) ∈ Ext(H,A)G, and
H2(H,A)G will denote the set of G-equivariant elements. Note that the standard
meaning of H2(H,A)G is different from ours: H2(H,A)G usually denotes the set
of cohomology classes which are invariant with respect to the canonical action of
G on H2(H,A). It is not hard to show that G-equivariant cohomology classes are
invariant under the G-action of H2(H,A), but the converse is not necessarily true
(these facts will not be used in our paper).

Likewise if h, a are R-Lie algebras, with a abelian, and G acts on both h and a by
R-Lie algebra automorphisms, we define Ext(h, a)G and H2(h, a)G in the same way.

All parts of Lemma 2.2 below are straightforward and follow immediately from the
definitions of addition and inversion in Ext groups and the definitions of restriction
and inflation maps in terms of central extensions.

Lemma 2.2. The following hold:

(a) Let H and A be profinite groups, with H abelian, and let G be a group which
acts on both H and A by continuous automorphisms. Then

(i) Ext(H,A)G is a subgroup of Ext(H,A).
(ii) Let N be a G-invariant closed subgroup of H. Then the restriction map

Ext(H,A)→ Ext(N,A) sends Ext(H,A)G to Ext(N,A)G.
(iii) Let N be a G-invariant closed normal subgroup of H. Then the inflation

map Ext(H/N,A)→ Ext(H,A) sends Ext(H/N,A)G to Ext(H,A)G.
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(b) Let R be a commutative ring with 1, let h and a be R-Lie algebras, with h
abelian, and let G be a group which acts on both h and a by R-Lie algebra
automorphisms. Then

(i) Ext(h, a)G is a subgroup of Ext(h, a).
(ii) Let n be a G-invariant Lie subalgebra of h. Then the restriction map

Ext(h, a)→ Ext(n, a) sends Ext(h, a)G to Ext(n, a)G.
(iii) Let n be a G-invariant ideal of h. Then the inflation map Ext(h/n, a)→

Ext(h, a) sends Ext(h/n, a)G to Ext(h, a)G.

3. Exp-log correspondence

3.1. Exp and log functors and their basic properties. We will say that a
Zp-Lie algebra L is of finite rank if L is finitely generated as a Zp-module. Any
such L is isomorphic as a Zp-module to Znp ⊕P for some n ∈ Z≥0 and finite abelian
p-group P , and thus (L,+) has a structure of a finitely generated pro-p group. This
structure is independent of the choice of an isomorphism L ∼= Znp ⊕P , e.g., since any

homomorphism between finitely generated pro-p groups is continuous5. Moreover,
in this way L becomes a (Hausdorff) topological Zp-Lie algebra, that is, the addition
and Lie bracket are continuous as maps from L× L to L and scalar multiplication
is continuous as a map from Zp × L to L.

Let LZp (resp. GZp) be the category whose objects are Zp-Lie algebras of finite
rank (resp. p-adic analytic pro-p groups) and whose morphisms are Zp-Lie algebra
(resp. group) homomorphisms. Since p-adic analytic pro-p groups are finitely gen-
erated, by the explanation in the previous paragraph any morphism in LZp or GZp
is automatically continuous.

If L is a subcategory of LZp and G is a subcategory of GZp , by an exp-log
correspondence between L and G we mean a pair of functors exp : L → G and
log : G → L such that the compositions exp ◦log and log ◦ exp are naturally
equivalent to the identity functors on G and L, respectively. We will describe such
correspondence in the following cases (all relevant definitions are given later in this
section). In all cases below we assume that L and G are full subcategories of LZp
and GZp , respectively.

1. (L,G) = (L<p,G<p) where L<p (resp. G<p) is the category of finite Lie rings
(resp. finite groups) of p-power order and nilpotency class < p.

2. (L,G) = (Lptf ,Gptf ) where Lptf (resp. Gptf ) is the category of powerful
torsion-free Zp-Lie algebras of finite rank (resp. finitely generated powerful torsion-
free pro-p groups).6

3. (L,G) = (Lppc,Gppc) where Lppc (resp. Gppc) is the category of powerful p-
central Zp-Lie algebras of finite rank (resp. finitely generated powerful p-central
pro-p groups) and p ≥ 5.

5This fact is not very hard to prove – see [DDMS, Corollary 1.19]. It is even true that any
homomorphism between finitely generated profinite groups is continuous, but this is a very deep
theorem of Nikolov and Segal [NS1, NS2]

6Finitely generated powerful torsion-free pro-p groups are precisely the uniformly powerful (or
uniform) pro-p groups [DDMS, Theorem 4.5].
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Cases 1 and 2 of exp-log correspondence are due to Lazard. The correspondence
L<p ∼= G<p is a special case of [La1, Theorem 4.6]. Equivalence between Lptf and
Gptf is essentially established in Lazard’s famous 1965 paper on p-adic analytic
groups [La2], although the notion of a powerful group was introduced more than
20 years later by Lubotzky and Mann [LM2]. For a detailed account of the theory
of poweful groups the reader is referred to the excellent book on analytic pro-p
groups [DDMS]; we shall just state the main definitions and results.

Definition. A pro-p group G (resp. a Zp-Lie algebra L) is called powerful, if
[G,G] ⊆ Gq (resp. [L,L] ⊆ qL) where q = p if p > 2 and q = 4 if p = 2.

The following well-known criterion of analyticity of pro-p groups was first stated
in [LM2] and is easily deduced from results in [La2].

Theorem 3.1. A finitely generated pro-p group is p-adic analytic if and only if it
contains a finite index powerful subgroup. Moreover, every finitely generated power-
ful pro-p group contains a finite index subgroup which is powerful and torsion-free.

The book [DDMS] contains a full proof of Theorem 3.1 “from scratch” as well as
an explicit proof of equivalence Gptf

∼= Lptf between the categories of finitely gener-
ated powerful torsion-free pro-p groups and Zp-Lie algebras of finite rank. Lazard’s
counterpart of this result [La2, Chapter IV, Theorem 3.2.6] is a correspondence be-
tween the categories of “p-saturable” pro-p groups and Lie algebras. Any finitely
generated torsion-free powerful pro-p group is p-saturable; conversely, a p-saturable
pro-p group is p-adic analytic and torsion-free, but not necessarily powerful. Thus,
Lazard’s exp-log correspondence is more general than the one between Gptf and
Lptf ; however, powerful torsion-free pro-p groups are usually easier to work with
than p-saturable ones (for more on this see [K]).

The last case of exp-log correspondence used in this paper is Weigel’s generaliza-
tion of the correspondence Lptf ∼= Gptf to certain classes of pro-p groups and Zp-Lie
algebras that are powerful but not necessarily torsion-free.

Definition. Assume that p > 2. A pro-p group G (resp. a Zp-Lie algebra L) is
called p-central, if any g ∈ G such that gp = 1 (resp. u ∈ L such that pu = 0) lies
in the center of G (resp. L).

In [Weig], 7 Weigel constructed exp-log correspondence Lppc ∼= Gppc between the
categories of powerful p-central pro-p groups and Zp-Lie algebras for p ≥ 5. Note
that a torsion-free pro-p group is always p-central, and more generally, a central ex-
tension of a torsion-free pro-p group is always p-central. Thus, Weigel’s correspon-
dence is well suited for computing the second cohomology of powerful torsion-free
pro-p groups.

Construction of the exp functor. We shall now explain how to construct the
pro-p group exp(L) corresponding to a Zp-Lie algebra L where L ∈ Ob(L<p) or

7In fact, Weigel introduced a general technique for establishing exp-log correspondence between
categories of p-adic analytic groups and Zp-Lie algebras satisfying certain conditions. This technique
is applicable to all cases of exp-log correspondence discussed in this paper.
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L ∈ Ob(Lppc). While there exist distinct ways to define exp(L) formally, they are
all based on the Baker-Cambell-Hausdorff (BCH) formula.

Let A = Q〈〈x1, x2〉〉 be the algebra of power series over Q in two non-commuting
variables x1 and x2. The power series Φ = Log(Exp(x1) · Exp(x2)) is called the

Baker-Campbell-Hausdorff series (here Exp(x) = 1 + x+ x2

2 + . . . and Log(1 + x) =

x− x2

2 + x3

3 − . . .).

Theorem 3.2. The Baker-Campbell-Hausdorff (BCH) series Φ lies in the closed Q-
Lie subalgebra of A generated by x1 and x2. In other words, Φ =

∑
c∈S λcc, where

S is the set of all left-normed commutators in x1, x2 and each λc ∈ Q. Moreover, if
wt(c) denotes the weight of a commutator c, then

p
bwt(c)−1

p−1
c
λc ∈ Zp for any c ∈ S where btc is the largest integer ≤ t.

Remark: There is an explicit expression for Φ (as a linear combination of commu-
tators), called the Baker-Campbell-Hausdorff formula. The last assertion of Theo-
rem 3.2 due to Lazard [La2] is a consequence of that formula.

Now let L = L<p or Lppc, and let L be an object of L. We define the pro-p group
exp(L) as follows. As a set exp(L) = L, and the group operation · is defined by

u1 · u2 = Φ(u1, u2).

where Φ(u1, u2) ∈ L is defined below. Informally, one should think of Φ(u1, u2) as
the result of “evaluating” the BCH series at x1 = u1 and x2 = u2. The formal
definition of Φ(u1, u2) will be different in the cases L = L<p and L = Lppc.

Case 1: L = L<p. Given a left-normed commutator c in x1, x2, we define
c(u1, u2) by substituting u1 for x1 and u2 for x2 in c. Thus, if c = [xi1 , xi2 , . . . , xik ],
then c(u1, u2) = [ui1 , ui2 , . . . , uik ]. Since the nilpotency class of L is less than p, we
have c(u1, u2) = 0 whenever wt(c) ≥ p. Thus, we set

Φ(u1, u2) =
∑

c∈S,wt(c)<p

λcc(u1, u2)

(using the notations of Theorem 3.2). In other words, Φ(u1, u2) is obtained by
plugging in u1 and u2 into the BCH series truncated after degree p − 1. Since
λc ∈ Zp whenever wt(c) < p, the obtained expression is well-defined.

Case 2: L = Lppc and p ≥ 5. Once again, let c = [xi1 , xi2 , . . . , xik ] be a left-
normed commutator of weight k ≥ 2. In this case for any u1, u2 ∈ L we can define
the value 1

pk−2 c(u1, u2) as follows. If k = 2, this is done in the obvious way.

Assume now that k = 3, so that c = [xi1 , xi2 , xi3 ]. Since L is powerful, there
exists v1 ∈ L such that [ui1 , ui2 ] = pv1, and we define 1

pc(u1, u2) = [v1, ui3 ]. The

last expression is independent of the choice of v1 because L is p-central. Indeed, if
[ui1 , ui2 ] = pv′1 for some v′1 6= v1, then p(v′1 − v1) = 0, whence v′1 − v1 lies in the
center of L.

For k ≥ 4 we proceed inductively – write c = [d, xik ] where d is a left-normed
commutator of weight k− 1, and define 1

pk−2 c(u1, u2) = [1
p ·

1
pk−3d(u1, u2), uik ] where
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1
pw is any element of L such that p · 1

pw = w (again the choice of such an element

does not affect the value 1
pk−2 c(u1, u2) since L is p-central).

Now recall from Theorem 3.2 that p
b k−1
p−1
c
λc ∈ Zp where λc is the coefficient of c

in the (chosen expansion of) BCH series Φ. Since bk−1
p−1c ≤ k − 2 for p ≥ 3, we can

define λcc(u1, u2) ∈ L by setting λcc(u1, u2) = (pk−2λc) · 1
pk−2 c(u1, u2). Moreover,

the series
∑
c
λcc(u1, u2) converges in L, and we let Φ(u1, u2) be its sum.

It is now clear how to define the functor exp : L→ G where (L,G) = (L<p,G<p)
or (Lppc,Gppc):

• if L is an object of L, the corresponding object of G is the group exp(L) as
defined above
• if L1, L2 are objects of L and f : L1 → L2 is a Lie algebra homomorphism,

the corresponding group homomorphism exp(f) : exp(L1) → exp(L2) coin-
cides with f as a set map.

Of course, there is a number of things to check here for both L = L<p and
L = Lppc, but the arguments in the latter case are much more involved. Proving
that G = exp(L) is a group with respect to the operation defined by Φ turns out to
be technically most difficult, and requires the assumption p ≥ 5 (so far we only used
that p ≥ 3). Once this is done, it is fairly easy to check that G is an object of G and
for any Lie algebra homomorphism f between two objects of L, the corresponding
map exp(f) is a group homomorphism.

The functor log : G→ L is defined somewhat similarly, but both the construction
and its justification are more demanding. Let L be the closed Q-Lie subalgebra of
Q〈〈x1, x2〉〉 generated by x1 and x2. To define log , one first expresses the addition
and the Lie bracket on L in terms of the multiplication given by Φ. The obtained
expressions, denoted by ΨA and ΨB, are no longer power series; instead they are
infinite products of “root-commutators” which are defined as left-normed commu-
tators, except that one is allowed to extract pth-root a limited number of times
(e.g. the root-commutator [[[x1, x2]1/p, x3]1/p, x4] would correspond to the element
1
p2

[x1, x2, x3, x4] in the Lie algebra case). Then, given a pro-p group G ∈ Ob(G), one

defines the addition and the Lie bracket on G by evaluating the infinite products
ΨA and ΨB on G (similarly to how we evaluated Φ on Lie algebras in Ob(L)).

We now formally state the main result on exp-log correspondence (Theorem 3.3
below) established by Lazard [La1] for the pair (L<p,G<p) and by Weigel [Weig]
for the pair (Lppc,Gppc). Since Weigel’s manuscript [Weig] is not easily available,
a proof of Theorem 3.3 in the case of Weigel’s correspondence will be given in the
appendix.

Theorem 3.3. Let (G,L) = (Gppc,Lppc) with p ≥ 5 or (G,L) = (G<p,L<p). There
exist mutually inverse functors exp : L→ G and log : G→ L (that is, the composi-
tions exp ◦ log and log ◦ exp are both the identity functors) satisfying the following
properties:

(1) For any object L of L we have exp(L) = L as a set and likewise for any
object G of G we have log (G) = G as a set.
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(2) If ϕ : L → M is any morphism in L and exp(ϕ) : exp(L) → exp(M) is the
corresponding morphism in L, then exp(ϕ) = ϕ as set maps. The analogous
property holds for the log functor.

(3) For any object L of L the group operation on G = exp(L) is defined as
described above (in terms of the BCH series Φ).

Below we collect several basic properties of the functors log and exp which will
be used in this paper and easily follow from Theorem 3.3.

Proposition 3.4. Let (G,L) = (Gppc,Lppc) with p ≥ 5 or (G,L) = (G<p,L<p),
and let exp : L → G and log : G → L be as in Theorem 3.3. Then log satisfies
properties (a)-(d) below and exp satisfies their natural analogues:

(a) If K,G,H ∈ Ob(G) and 1 → K
ι−→ G

ϕ−→ H → 1 is an exact sequence,

then the sequence 0→ log (K)
log (ι)−→ log (G)

log (ϕ)−→ log (H)→ 0 is also exact.
(b) If G ∈ Ob(G) is abelian, then log (G) ∈ L is also abelian.
(c) For any G,H ∈ Ob(G) we have log (G×H) = log (G)× log (H).
(d) If H,G ∈ Ob(G) and H is a central subgroup of G, then log (H) is a central

subalgebra of log (G).

Proof. The analogues of (a)-(d) for the exp functor follow immediately from Theo-
rem 3.3. For (b) and (d) we use the obvious fact that Φ(u, v) = u + v whenever u
and v commute in some L ∈ Ob(L).

We could have argued similarly for the log functor had we described the latter
more explicitly, but it is actually easy to deduce (a)-(d) for log directly from (a)-(c)
for exp and Theorem 3.3. Property (a) for log is automatic by Theorem 3.3. Below
we will give an argument for (b) and (d), with (c) being similar to (d).

(b) Suppose that G ∈ Ob(G) is abelian. Then G has a unique structure of
an abelian Zp-Lie algebra where the addition is given by the group operation in
G. If L is the obtained Zp-Lie algebra, it is clear that exp(L) = G, and hence
log (G) = log (exp(L)) = L is abelian by (b) for exp.

(d) Take any z ∈ H and g ∈ G. By assumption, z and g commute in G, and
we need to show that they also commute in log (G). The (closed) subgroup of G
generated by z and g is abelian and hence also lies in G. Call this subgroup K, and
let ι : K → G be the inclusion map. By Theorem 3.3, ι considered as a map from
log (K) to log (G) is a Lie algebra homomorphism, and by (b) log (K) is abelian.
Since log (K) contains both z and g, it follows that z and g commute in log (K)
(and hence also in log (G)), as desired. �

3.2. Central extensions and exp-log correspondence. For the rest of the paper
G (resp. L) will always denote either Gppc (resp. Lppc) with p ≥ 5 or G<p (resp.
L<p). Whenever we specify a choice for G in a particular result, it will be assumed
that L denotes the corresponding Lie algebra category.

Given H ∈ Ob(G) and A ∈ Ob(G), with A abelian, we define ExtG(H,A) to be

the subset of Ext(H,A) consisting of extensions A ↪→ Ĥ � H such that Ĥ ∈ Ob(G)
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as well. Likewise, given h, a ∈ Ob(L), with a abelian, we define ExtL(h, a) to be the

subset of Ext(h, a) consisting of extensions a ↪→ ĥ � h such that ĥ ∈ Ob(L) as well.

Proposition 3.5. Let L and G be as above. Let H,A ∈ Ob(G) where A is abelian,
and let h = log (H), a = log (A).

(a) There exists a natural bijection Log : ExtG(H,A)→ ExtL(h, a).
(b) Suppose that G = G<p, or G = Gppc and H is torsion-free. Then

(i) ExtG(H,A) is a subgroup of Ext(H,A)
(ii) ExtL(h, a) is a subgroup of Ext(h, a)
(iii) The map Log : ExtG(H,A) → ExtL(h, a) is an isomorphism of abelian

groups.

Proof. (a) is an immediate consequence of Proposition 3.4. Since the sum of exten-
sions is defined in the same way for groups and Lie algebras, (b)(iii) also becomes
automatic once (b)(i) and (b)(ii) are established.

The proofs of (b)(i) and (b)(ii) are similar; in fact, the proof of (b)(ii) is slightly
easier, so we will only prove (b)(i).

Let E1 = (A
ι1
↪→ Ĥ1

ϕ1
� H) and E2 = (A

ι2
↪→ Ĥ2

ϕ2
� H) be two elements of

ExtG(H,A). Recall that E1 + E2 = (A
ι
↪→ Ĥ/N̂

ϕ
� H) where Ĥ = {(x1, x2) ∈

Ĥ1 × Ĥ2 : ϕ1(x1) = ϕ2(x2)}, N̂ = {(ι1(a), ι2(a−1)) : a ∈ A}, ι(a) = (ι1(a), 1)N̂ =

(1, ι2(a))N̂ , and ϕ((x1, x2)N̂) = ϕ1(x1) = ϕ2(x2).

To prove (i) we need to show that Ĥ/N̂ ∈ Ob(G). If G = G<p, this is obvious

since Ĥ1, Ĥ2 ∈ Ob(G<p) and G<p is closed under subgroups, quotients and direct
products.

Now assume that G = Gppc and H is torsion-free. We need to show that Ĥ/N̂

is powerful and p-central. The p-centrality condition clearly holds since Ĥ/N̂ is a

central extension of H. To prove that Ĥ/N̂ is powerful it is sufficient to prove that

Ĥ is powerful. We shall use the following well-known criterion [DDMS, Lemma 3.4].

Lemma 3.6. A finitely generated pro-p group G is powerful if and only if for any
x, y ∈ G there exists z ∈ G such that [x, y] = zp.

Now take any x, y ∈ Ĥ. Thus x = (x1, x2) and y = (y1, y2), where xi, yi ∈ Ĥ i

for i = 1, 2, ϕ1(x1) = ϕ2(x2) and ϕ1(y1) = ϕ2(y2). Since Ĥ1 and Ĥ2 are powerful,

there exist zi ∈ Ĥ i, i = 1, 2 such that [xi, yi] = zpi . We have

(3.1) [x, y] = [(x1, x2), (y1, y2)] = ([x1, y1], [x2, y2]) = (zp1 , z
p
2) = (z1, z2)p

Since (zp1 , z
p
2) = [x, y] ∈ Ĥ, we must have ϕ1(zp1) = ϕ2(zp2) ∈ H. Since H is powerful

torsion-free, the equality ϕ1(z1)p = ϕ2(z2)p implies that ϕ1(z1) = ϕ2(z2) by [DDMS,

Lemma 4.10], whence (z1, z2) ∈ Ĥ. Thus Ĥ is powerful by (3.1) and Lemma 3.6.
The proof of (i) is complete. �

The next result relates G-equivariant central extensions in the categories G and
L.
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Proposition 3.7. Let L and G be as above. Let H,A ∈ Ob(G) where A is abelian,
and let h = log (H), a = log (A). Let G be a group which acts by (continuous) auto-
morphisms on both H and A, and define ExtG(H,A)G = ExtG(H,A)∩Ext(H,A)G.
The following hold:

(a) G acts on h by Zp-Lie algebra automorphisms (where the action is the same
as the action on H). Moreover, the map Log defined in Proposition 3.5(a)
maps ExtG(H,A)G onto ExtL(h, a)G (where by definition ExtL(h, a)G =
ExtL(h, a) ∩ Ext(h, a)G).

(b) Assume G = G<p or G = Gppc and H is torsion-free. Then ExtG(H,A)G

and ExtL(h, a)G are subgroups of Ext(H,A) and Ext(h, a), respectively, and
ExtG(H,A)G ∼= ExtL(h, a)G.

Proof. (a) is an immediate consequence of Theorem 3.3 and Proposition 3.4(a)(d).

(b) ExtG(H,A)G = Ext(H,A)G ∩ ExtG(H,A) and ExtL(h, a)G = Ext(h, a)G ∩
ExtL(h, a) are subgroups of Ext(H,A) and Ext(h, a), respectively, by Lemma 2.2
and Proposition 3.5(b)(i)(ii). Proposition 3.5(b)(iii) and Proposition 3.7(a) imply
that these subgroups are isomorphic to each other. �

4. Division algebras over local fields and their norm one groups

In this paper by a local field we will always mean a nonarchimedean local field.
While the results of the paper only deal with division algebras over local fields of
characteristic zero, that is, finite extensions of Qp for some p (we will call them p-adic
fields), in this section we do not impose the characteristic restriction, as the basic
structure of division algebras over local fields is very similar in zero and positive
characteristics. We will only need very basic results about local fields which can be
found, e.g., in Serre’s book [Se]. Our basic reference for the structure of division
algebras over local fields and their norm one groups is Riehm’s paper [Ri].

Notation. Throughout the paper, if D is a finite-dimensional division algebra
over a local field (in particular, D itself could be a local field), we will denote the ring
of integers of D by OD and the (unique) maximal ideal of OD by mD. A uniformizer
of D is any generator of mD. If K is a local field, its residue field OK/mK will be
denoted by K.

4.1. Division algebras over local fields. For the rest of this subsection we fix a
prime p and a local field F of residue characteristic p. Let D be a finite-dimensional
central division algebra over F , and let d be the degree of D. It is well known that
there exists a maximal subfield W of D such that the extension W/F is unramified
(note that [W : F ] = d). Moreover there exist a uniformizer π of D and a generator
σ of the Galois group Gal (W/F ) such that

(4.1) πwπ−1 = σ(w) for all w ∈W.
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Then τ = πd is a uniformizer of F , so mD = πOD, mD ∩W = mW = τOW and
mD ∩ F = mF = τOF . Moreover we have the following direct sum decompositions:

D = W ⊕Wπ ⊕Wπ2 ⊕ · · · ⊕Wπd−1 as a left vector space over W(4.2)

OD = OW ⊕OWπ ⊕OWπ2 ⊕ · · · ⊕OWπd−1 as a left module over OW(4.3)

As an immediate consequence of the second decomposition, the quotient OD/πOD
is naturally isomorphic to OW /π

dOW = OW /τOW = W .

For each n ∈ Z the map a 7→ aπn induces an isomorphism of abelian groups
W → πnOD/π

n+1OD. We will frequently identify πnOD/π
n+1OD with W using

this isomorphism.

The following formula for additive commutators in OD is an immediate conse-
quence of (4.1):

(4.4) [aπi, bπj ] = (aσi(b)− bσj(a))πi+j for a, b ∈W and i, j ∈ Z.

The norm one group SL1(D). Let Nred (resp. Tred ) denote the reduced norm
(resp. reduced trace) map from D to F . One can define Nred (a) (resp. Tred (a))
as the determinant (resp. trace) of the endomorphism of the left W -vector space
D given by x 7→ xa. The restriction of Nred (resp. Tred ) to W coincides with the
norm (resp. trace) map of the extension W/F .

It is straightforward to check that for a ∈W and i ∈ Z we have

(4.5) Tred (aπi) = 0 if d - i and Tred (aπi) = trW/F (a)τ
i
d if d | i.

Lemma 4.1. Let n ∈ Z≥0. Then Tred (πnOD) = τ d
n
d
eOF and Nred (1 + πnOD) =

1 + τ d
n
d
eOF where dxe is the smallest integer ≥ x.

Proof. The first assertion follows immediately from (4.5), (4.3) and the fact that
trW/F (OW ) = OF . The second assertion is Lemma 5 in [Ri]. �

Let G = SL1(D) denote the group of elements of reduced norm one in D. For
n ≥ 1 let

Gn = SLn1 (D) = {g ∈ G : g ≡ 1 mod πnOD}.
It is easy to check that each Gn is a finite index pro-p subgroup of G.

For each n ∈ N define the map ρn : 1 + πnOD →W by

ρn(1 + πna) = a mod πOD

(where we identify OD/πOD with W as before). Note that ρn is a group homo-
morphism and Ker ρn = 1 + πn+1OD, so ρn(Gn) ∼= Gn/Gn+1. The following result
appears as Lemma 6 in [Ri].

Lemma 4.2. Let n ∈ N. If d - n, then ρn(Gn) = W . If d | n, then ρn(Gn) = sl(W )
where sl(W ) = {x ∈W : trW/F (x) = 0}.

Proposition 4.3. The following hold:
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(a) G decomposes as a semi-direct product G = G1 o ∆ where ∆ is the group
consisting of roots of unity in W which have order prime to p and norm 1
over F .

(b) [Gi, Gj ] ⊆ Gi+j for any i, j ≥ 1. In particular, γkGi ⊆ γkiG1 for all i, k ≥ 1.
Assume now that p 6= 2 or d 6= 2. Then

[Gi, Gj ] =

{
Gi+j if d - (i+ j) or d | (i+ j) and d is coprime to i.
Gi+j+1 if d | i and d | j

In particular, Gi = γiG1 for all i ≥ 1.

(c) Assume that charF = 0, let e be the ramification index of F , and let i > de
p−1 .

Then Gpi = Gi+de. Moreover, if g ∈ Gi\Gi+1, then gp ∈ Gi+de\Gi+de+1.

Remark: Note that the above formula for [Gi, Gj ] does not cover all possible pairs
(i, j). A complete description of [Gi, Gj ] in the remaining cases is given in the proof
below, but will not be needed for our purposes.

Proof. (a) Let ρ : OD → W be the natural projection (where we identify OD/πOD
with W as before). It is straightforward to check that for any a ∈ OD we have
ρ(Nred(a)) = NW/F (ρ(a)) where NW/F is the norm of the extension W/F .

Thus, if ∆ = {x ∈ W ∗ : NW/F (x) = 1}, then ρ(G) ⊆ ∆. Note that ∆ has trivial

intersection with Ker ρ∩G = G1 (e.g. since G1 is a pro-p group and any element of
∆ has finite order prime to p). Thus, to prove (a) it remains to show that ρ(∆) = ∆.

Take any x ∈ ∆. By Hensel’s lemma there exists a root of unity a ∈ W such
that ρ(a) = x. Moreover, the (multiplicative) order of x is equal to the order of a
and thus is coprime to p. Then Nred(a) is also a root of unity of order coprime to
p; on the other hand, a ∈ Ker ρ ∩ O∗D which is a pro-p group. Thus, we must have
Nred(a) = 1, so a ∈ ∆.

(b) The inclusion [Gi, Gj ] ⊆ Gi+j can be verified by an easy direct computation.
Assume now that (p, d) 6= (2, 2). The second assertion of Proposition 4.3(b) is
a special case of [Ri, Theorem 21]; however, due to the technical nature of the
statement of this theorem, we will briefly explain how to obtain the result. First,
[Ri, Theorem 21] asserts that [Gi, Gj ] ⊇ Gi+j+1, so the group [Gi, Gj ] is determined
by its image in Gi+j/Gi+j+1. The second assertion of Proposition 4.3(b) can now
be reformulated in terms of the map ρi+j : we need to show that ρi+j([Gi, Gj ]) =
ρi+j(Gi+j) if d - (i+ j) or d | (i+ j) and d is coprime to i and ρi+j([Gi, Gj ]) = {0}
if d | i and d | j.

The equation (4.4) easily implies that ρi+j([Gi, Gj ]) is equal to the set S =
{ασi(β) − βσj(α) : α ∈ ρi(Gi), β ∈ ρj(Gj)}. Here we use the fact that the nat-

ural map Gal(W/F )→ Gal(W/F ) is an isomorphism since W/F is unramified, and
the image of σ ∈ Gal(W/F ) under this isomorphism is also denoted by σ.

Recall from Lemma 4.2 that ρk(Gk) = W if d - k and ρk(Gk) = sl(W ) if d | k. It
is clear that if d | i and d | j, then S = {0} (since σd = id). If d | (i + j) but d - i,
we have S = {ασi(β)− βσ−i(α) : α, β ∈ W} = {σi(γ)− γ : γ ∈ W}. If in addition
i is coprime to d, then σi is a generator of Gal (W/F ), so by Hilbert’s Theorem 90
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S = sl(W ), and thus S = ρi+j(Gi+j). Finally, if d - (i + j), S = W , as proved in
[Ri].

(c) We first prove the second assertion. Assume that i > de
p−1 and take any

g ∈ Gi \Gi+1. Thus g = 1 + πia+ b for some a ∈ O∗D = OD \ πOD and b ∈ πi+1OD.

Then gp = 1 +
p∑
j=1

(
p
j

)
(πia + b)j = 1 + pπia + c where c ∈ πpiOD + pπi+1OD. Let

v : OD → Z≥0 be the (additive) valuation on D such that v(π) = 1, that is, v(x) = i
if and only if x ∈ πiOD \ πi+1OD. By definition of ramification index we have
v(p) = e ·v(τ) = e ·v(πd) = de. Thus, v(pπia) = i+de and v(c) ≥ min{pi, i+1+de}.
Since i > de

p−1 , we have pi = i + (p − 1)i > i + de, so i + de = v(pπia) < v(c) and

hence v(gp − 1) = v(pπia+ c) = i+ de. Therefore, gp ∈ Gi+de \Gi+de+1.

Now we prove the first assertion. We already proved that Gpi ⊆ Gi+de. The
computation in the previous paragraph also shows that the map ρi(Gi)→ ρi+de(G

p
i )

induced by the p-power map x 7→ xp is given by multiplication by a nonzero element
of W (namely p

τe mod πOD). In particular this means that ρi(Gi) = ρi+de(G
p
i ).

On the other hand, ρi+de(Gi+de) = ρi(Gi) by Lemma 4.2.
Thus, ρi+de(G

p
i ) = ρi+de(Gi+de), so Gi+de ⊆ GpiGi+de+1. Since this inclusion

holds for all i > de
p−1 , arguing inductively, we deduce that Gi+de ⊆ GpiGk for all

k ∈ N. Since {Gk} is a base of neighborhoods of identity in G (and since Gpi is
closed), we deduce that Gi+de ⊆ Gpi as desired. �

Lie algebras of congruence subgroups and their quotients. If n ≥ de, the
group Gn is powerful and torsion-free by Proposition 4.3(b)(c), so we can consider
the Lie algebra log (Gn) using Weigel’s log functor. Also for any m,n ∈ N such that
n ≤ m ≤ pn, we have Gn/Gm ∈ Ob(G<p) by Proposition 4.3(b), so we can consider
log (Gn/Gm), this time using Lazard’s log functor.

As one might expect, the Lie algebras obtained in this way are isomorphic to gn
in the first case and gn/gm in the second case where

gn = sl(πnOD)) = {x ∈ πnOD : Tred (x) = 0}.
Explicit isomorphisms between these Lie algebras are defined in our next proposition:

Proposition 4.4. The following hold:

(a) Let n ≥ de. Let us define the maps Exp : πnOD → 1 + πnOD and Log :
1 + πnOD → πnOD by

Exp(x) =
∞∑
i=0

xi

i!
and Log(1 + x) =

∞∑
i=1

(−1)i−1xi

i
.

Then Exp and Log are mutually inverse bijections and Exp(gn) = Gn. More-
over, if log (Gn) is the Lie algebra of Gn where log is Weigel’s functor (recall
that log (Gn) = Gn as sets), the map x 7→ Exp(x) is a Lie algebra isomor-
phism between gn and log (Gn).

(b) Assume that 1 ≤ n ≤ m ≤ pn. Define the truncated exponential and log-
arithm mappings Exp′ : πnOD/π

mOD → (1 + πnOD)/(1 + πmOD) and
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Log′ : (1 + πnOD)/(1 + πmOD)→ πnOD/π
mOD by

Exp′(x) =

p−1∑
i=0

xi

i!
and Log′(1 + x) =

p−1∑
i=1

(−1)i−1xi

i
.

Then Exp′ and Log′ are mutually inverse bijections and Exp(gn/gm) =
Gn/Gm. Moreover, if log (Gn/Gm) is the Lie algebra of Gn/Gm where log is
Lazard’s functor, the map x 7→ Exp′(x) is a Lie algebra isomorphism between
gn/gm and log (Gn/Gm).

(c) Suppose that either H = Gn and h = gn with n ≥ de or H = Gn/Gm and
h = gn/gm with 1 ≤ n ≤ m ≤ pn. In both cases the conjugation action
of G on H induces an action of G on log (H) by Proposition 3.7(a). Then
under the isomorphisms h → log (H) described in (a) and (b) this action
corresponds to the conjugation action of G on h given by

(4.6) ug = g−1ug for u ∈ gn and g ∈ G
(and the corresponding induced action on gn/gm).

Remark: Note that we capitalize the first letters of the maps Exp,Log,Exp′ and
Log′ defined in (a) and (b) to avoid confusion with the exp and log functors. Also
in the proof below we will use Exp,Log,Exp′ and Log′ not just for the maps with
the domain and codomain specified in Proposition 4.4, but any maps given by the
same formulas.

Proof. (a) Since n ≥ de, it is easy to check that both Exp and Log are well defined,
that is, the series converge and all terms take values in the appropriate ideals (in
fact, for this it would be enough to assume that n > de

p−1). We know that Exp

and Log are mutually inverse as power series under substitution, and a routine
convergence check shows that they are also mutually inverse as functions. To prove
that Exp(gn) = Gn it suffices to check that Nred (Exp(x)) = Exp(Tred (x)) and
Tred (Log(1 + x)) = Log(Nred (1 + x)) for all x ∈ πdeOD. By definition of reduced
trace and reduced norm this amounts to showing that det(Exp(A)) = Exp(tr(A))
and tr(Log(1 + A)) = Log(det(1 + A)) for any d × d matrix A over τdOW . Both
equalities are well-known over C. However, since both sides of either equality are
clearly power series in the entries of A, they must coincide as power series, and
hence the equalities holds over τdOW as well.

Finally, the assertion that x 7→ Exp(x) is a Lie algebra isomorphism between gn
and log (Gn) is a direct consequence of Theorem 3.2 (recall that the group operation
on log (Gn) is defined using the BCH series Φ).

(b) This time we do not have to worry about convergence, and since the coeffi-
cients in the expressions for Exp′ and Log′ are p-adic integers, Exp′ and Log′ are
well defined functions between πnOD/π

mOD and (1 + πnOD)/(1 + πmOD).
Let us check that Exp′ and Log′ are mutually inverse. It is clear from definitions

that the polynomial Log′ ◦Exp′(x) coincides with the power series Log ◦Exp(x) = x

up to (and including) degree p−1. Therefore Log′ ◦Exp′(x) = x+
(p−1)2∑
k=p

ckx
k where
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ck are p-adic integers. Hence for all x ∈ πnOD we have Log′◦Exp′(x)−x ∈ πpnOD ⊆
πmOD since m ≤ pn. Thus, Log′ ◦ Exp′(x) = x for all x ∈ gn/gm, as desired. The
proof for the composition in reverse order is analogous.

Next we prove that Exp′(gn/gm) = Gn/Gm. The argument in (a) shows that
if A is a d × d matrix with generic entries (aij), then det(Exp(A)) = Exp(tr(A))
and tr(Log(1 + A)) = Log(det(1 + A)) as power series (say, over Q) in formal
commuting variables {aij}. If we now replace Exp and Log by Exp′ and Log′, both
sides of either equality above will not change modulo Ip where I is the ideal of
Q[[{aij}]] generated by {aij}. Therefore det(Exp′(A)) ≡ Exp′(tr(A)) mod Ip and
tr(Log′(1 +A)) ≡ Log′(det(1 +A)) mod Ip.

It follows that det(Exp′(A)) = Exp′(tr(A)) and tr(Log′(1+A)) = Log′(det(1+A))
for all A ∈Matd(τ

rOD/τ
sOD) whenever 1 ≤ r ≤ s ≤ pr. As in the proof of (a) this

implies that Exp′(gn/gm) = Gn/Gm whenever 1 ≤ n ≤ m ≤ pn.

Let us now prove the last assertion of (b). Recall that the group operation on
exp(gn/gm) is defined by u · v = Φ′(u, v) where Φ′ is the BCH series truncated
after degree p− 1. By Theorem 3.2 we have Exp(x) · Exp(y) = Exp(Φ(x, y)) where
both sides are treated as formal power series in non-commuting variables x and y.
If we replace Exp by Exp′ and Φ by Φ′, both sides will still be congruent modulo
the terms of degree ≥ p. Since Exp′ and Φ′ are polynomials whose coefficients
are p-adic integers, arguing as the first part of the proof of (b), we deduce that
Exp′(u) · Exp′(v) = Exp′(Φ′(u, v)) for all u, v ∈ gn/gm. This means precisely that
Exp′ is a group isomorphism from exp(gn/gm) to Gn/Gm. Finally, by Theorem 3.3
we deduce that Exp′ is also a Lie algebra isomorphism from log (exp(gn/gm)) =
gn/gm to log (Gn/Gm), as desired.

(c) follows immediately from definitions and the fact the conjugation actions of
G on Gn, Gn/Gm, gn and gn/gm commute with the maps Exp,Log,Exp′ and Log′

(which is clear from the explicit formulas for these maps). �

4.2. More on local fields. We finish this section with a collection of elementary
facts which will come very handy when we compute the cohomology of gn in § 7.

Given a local field K, we denote by k the abelian group K/OK (and use sim-
ilar notations with K replaced by other capital Latin letters). Clearly, k is an
OK-module. Since all automorphisms of local fields are continuous, any field auto-
morphism ϕ : K → K preserves OK and thus induces a map k→ k which will also
be denoted by ϕ.

Claim 4.5. Let L/K be an unramified extension of local fields. Define the trace
map tr l/k : l→ k by

tr l/k(x+OL) = tr L/K(x) +OK

Let sl(L) = {x ∈ L : tr L/K(x) = 0} and sl(l) = {x ∈ l : tr l/k(x) = 0}.
The following hold:

(a) tr l/k(ϕ(α)) = tr l/k(α) for all α ∈ l and ϕ ∈ Gal (L/K).
(b) Let α ∈ l. Then α is fixed by all ϕ ∈ Gal (L/K) if and only if α ∈ k.
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(c) Let α ∈ l and σ a generator of Gal (L/K). Then α ∈ sl(l) if and only if
α = β − σ(β) for some β ∈ l.

(d) Let π be a uniformizer of K. Then tr l/k maps 1
πnOL/OL onto 1

πnOK/OK
for every n ∈ N.

(e) If α ∈ l is such that tr l/k(αu) = 0 for all u ∈ OL, then α = 0.
(f) Let n = {α ∈ l : tr l/k(αuv) = 0 for all u, v ∈ sl(OL)}. If d > 2, then

n = {0}, and if d = 2, then n = sl(l).
(g) Let M be another local field with M ⊆ K such that K/M is unramified, and

let α ∈ l be such that tr l/m(αu) = 0 for all u ∈ OL with tr L/K(u) = 0.
Then α ∈ k.

Proof. All parts of this claim can be proved using the same principle. For ev-
ery n ∈ N and a local field M we set Rn(M) = 1

πnOM/OM where π is a uni-
formizer of M . Then each Rn(M) is an OM -submodule and each quotient Qn(M) =
Rn(M)/Rn−1(M) can be naturally identified with M , the residue field of M . Also,
under such identification, for any unramified extension of local fields L/K, the in-
duced map Gal (L/K)→ Aut (Qn(L)) is an isomorphism onto Gal (L/K).

This way we can reduce each of the parts (a)-(g) to the corresponding result about
finite fields. The finite field analogues of (a)-(e) are well known. We will give a proof
for the finite field counterpart of (g), with the proof of (f) being similar. But first
let us give a full argument for (c) as an illustration of the general principle.

The backwards direction in (c) holds by (b). Suppose now that α ∈ sl(l). We
know that α ∈ Rn(L) for some n. Since α ∈ sl(l), the projection of α to Qn(L),
call it πn(α), satisfies tr L/K(πn(α)) = 0. By Hilbert’s Theorem 90 (applied to the

cyclic extension L/K) there exists β ∈ Rn(L) such that πn(β − σ(β)) = πn(α). Let
α′ = α− (β − σ(β)). Then α′ lies in sl(l) ∩Rn−1(L). Applying the same argument
to α′ and repeating the process n− 1 times, we deduce that α = γ − σ(γ) for some
γ ∈ l.

Let us now prove the analogue of (g) for finite fields which asserts the following.
Let F1 ⊆ F2 ⊆ F3 be a tower of finite fields. Let α ∈ F3 be such that tr F3/F1

(αβ) = 0
for all β ∈ slF2(F3) where slF2(F3) = {β ∈ F3 : tr F3/F2

(β) = 0}. Then α ∈ F2.

We first claim that tr F3/F1
(uβ) = 0 for all β ∈ slF2(F3) and u ∈ F2α + F2.

Indeed, write u = fα + f ′ with f, f ′ ∈ F2. Then f ′β, fβ ∈ slF2(F3) as well, so
tr F3/F1

(f ′β) = tr F2/F1
(tr F3/F2

(f ′β)) = 0, tr F3/F1
(α · fβ) = 0 by assumption on α

and hence tr F3/F1
(uβ) = tr F3/F1

(fαβ + f ′β) = 0 as well.
Since tr F3/F1

: F3×F3 → F1 is a non-degenerate bilinear form and dimF1(slF2(F3)) =
[F3 : F1] − [F2 : F1], its orthogonal complement must have F1-dimension [F2 : F1].
Hence dimF1(F2α+ F2) ≤ [F2 : F1] whence F2α = F2 and so α ∈ F2. �

5. Group-theoretic structure of central extensions of SL1(D)

For the next three sections we fix a p-adic field F and a central division algebra
D over F . We preserve all notations from § 4. Recall that G = SL1(D), d is the
degree of D and e is the ramification index of F . Throughout this section we shall
assume that (p, d) 6= (2, 2).



22 MIKHAIL ERSHOV

Let A∞ denote the group Qp/Zp (note that Qp/Zp is isomorphic to the p-primary
component of Q/Z). Given n ∈ N, let An be the group of elements of order ≤ pn in
A∞ (of course, An is simply a cyclic group of order pn, but it will be convenient to
think of it as a subgroup of Qp/Zp). The symbol A will denote An for some n when
the value of n is not important.

The following key observation appears in [PR2, 2.2]:

Lemma 5.1. Let k ∈ N, and let ιk : H2(G,Ak)→ H2(G,A∞) be the homomorphism
induced by the embedding map Ak → A∞. Then

(a) each ιk is injective
(b) ιk(H

2(G,Ak)) is the subgroup of elements of order ≤ pk in H2(G,A∞).

(c) H2(G,A∞) =
∞⋃
k=1

ιk(H
2(G,Ak)).

Proof. We only need to use two facts about G:

(i) G is profinite.
(ii) G/[G,G] is finite of order prime to p (this holds by Proposition 4.3(a)).

In view of (ii), (a) and (b) follow from the long exact sequence of cohomology groups

associated to the short exact sequence 1→ Ak → A∞
×pk−→ A∞ → 1.

Since G is profinite and A∞ is discrete, any continuous map G × G → A∞ has
finite image and thus lies in Ak for some k. This implies (c). �

Remark: In view of Lemma 5.1 from now on we will identify each H2(G,Ak) with
the subgroup of elements of order ≤ pk in H2(G,A∞).

The main result of [PR2] asserts that H2(G,A∞) is a finite cyclic group of p-power
order.

Corollary 5.2. Each group H2(G,Ak) is cyclic of p-power order and (with the
above identification) H2(G,A∞) = H2(G,Ak) for all sufficiently large k.

In this section we study group-theoretic properties of central extensions of G by
Ak for k ∈ N. Throughout this section we write Gn = SLn1 (D) for n ≥ 1 and set
S = G1. The use of the letter S is “justified” by the fact that S is the Sylow pro-p
subgroup of G. Recall that Gn = γnS for n ≥ 1 by Proposition 4.3(b).

The following proposition describes the basic power-commutator structure in ex-
tensions of G by A:

Proposition 5.3. Let c ∈ H2(G,A) with Ext(c) = A
ι
↪→ Ĝ

ϕ
� G. Let Ŝ = ϕ−1(S)

and Ĝk = ϕ−1(Gk) for k ∈ N. The following hold:

(a) γk+deŜ = (γkŜ)p for any k > de
p−1 + 1;

(b) For any k ≥ 1 we have γ2k+1+δŜ ⊆ γ2Ĝk ⊆ γ2kŜ where δ = 0 if d - k and
δ = 1 if d | k.

(c) Let x ∈ Gk\Gk+1 for some k > de
p−1 + 1, and choose any x̂ ∈ γkŜ such that

ϕ(x̂) = x. Then x̂p
n ∈ γk+ndeŜ\γk+1+ndeŜ for any n ≥ 0.
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Proof. The following property will be used several times in the computation below.

If U and V are subgroups of Ĝ such that ϕ(U) = ϕ(V ), and W is another subgroup

of Ĝ, then [U,W ] = [V,W ]. This holds since by assumption Kerϕ is central, so
the equality ϕ(U) = ϕ(V ) implies that U ⊆ V · Kerϕ ⊆ V · Z(G) and similarly
V ⊆ U · Z(G).

We will also use the well-known Hall-Petrescu formula [DDMS, Appendix A]
which asserts the following: let a and b be elements of the same group and H = 〈a, b〉.
Then for any integer m ≥ 2 there exist elements c2, . . . , cm (all depending on m)

such that ci ∈ γiH for all i and (ab)m = ambm
m∏
i=2

c
(mi )
i .

If m is prime, letting a = x−1 and b = y−1xy where x and y are elements of the
same group, and using the fact that 〈a, b〉 = 〈x, [x, y]〉 we deduce the following:

(5.1) [x, y]p ≡ [xp, y] mod K

where K is the subgroup normally generated by the pth powers of commutators in x
and y involving at least two occurrences of x and commutators in x and y involving
at least p occurrences of x.

We now proceed with the proof.

(a) By the Hall-Petrescu formula, every element of (γkŜ)p is a product of an

element of γpkŜ and elements of the form [u, v]p with u ∈ γk−1Ŝ and v ∈ Ŝ, and by

(5.1), every such [u, v]p lies in [(γk−1Ŝ)p, Ŝ](γ2k−1Ŝ)pγp(k−1)+1Ŝ. Thus,

(γkŜ)p ⊆ [(γk−1Ŝ)p, Ŝ](γ2k−1Ŝ)pγp(k−1)+1Ŝ.

Replacing k by 2k − 1 in the above inclusion, then by 2(2k − 1) − 1 = 4k − 3 etc.,
after finitely many steps we conclude that

(5.2) (γkŜ)p ⊆ [(γk−1Ŝ)p, Ŝ] γp(k−1)+1Ŝ.

By Proposition 4.3, (γk−1S)p = Gpk−1 = Gk+de−1 = γk+de−1S. Hence ϕ((γk−1Ŝ)p) =

ϕ(γk+de−1Ŝ), so [(γk−1Ŝ)p, Ŝ] = [γk+de−1Ŝ, Ŝ] = γk+deŜ. It follows from (5.2) that

(γkŜ)p ⊆ γmin(k+de,p(k−1)+1)Ŝ. Since k > de
p−1 + 1, we have k + de < p(k − 1) + 1,

whence (γkŜ)p ⊆ γk+deŜ.

The reverse inclusion γk+deŜ ⊆ (γkŜ)p is proved in a similar fashion: as we

already showed, γk+deŜ = [(γk−1Ŝ)p, Ŝ], and by the Hall-Petrescu formula and (5.1)
we have

γk+deŜ = [(γk−1Ŝ)p, Ŝ] ⊆ (γkŜ)p(γ2k−1Ŝ)pγp(k−1)+1Ŝ = (γkŜ)pγp(k−1)+1Ŝ.

Since p(k − 1) + 1 > k + de, we showed that the subgroups U = γk+deŜ and

V = (γkŜ)p of Ŝ satisfy U ⊆ V [U, Ŝ]. Since V is closed and Ŝ is pro-p, this easily
implies that U ⊆ V , as desired.

(b) Since ϕ(Ĝk) = ϕ(γkŜ), we have γ2Ĝk = [Ĝk, γkŜ] = [γkŜ, γkŜ], whence

γ2Ĝk ⊆ γ2kŜ. By Proposition 4.3(b) we have [Gk, Gk] = G2k+δ, whence ϕ([Ĝk, Ĝk]) =
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[γkS, γkS] = γ2k+δS = ϕ(γ2k+δŜ). Therefore,

γ2Ĝk ⊇ [γ2Ĝk, Ŝ] = [γ2k+δŜ, Ŝ] = γ2k+1+δŜ.

(c) First note that an element x̂ with required properties always exists since

Gk = γkS = ϕ(γkŜ). By part (a) we have x̂p
n ∈ γk+ndeŜ. Now suppose that x̂p

n ∈
γk+1+ndeŜ. Then xp

n
= ϕ(x̂p

n
) ∈ ϕ(γk+1+ndeŜ) = Gk+1+nde which contradicts

Proposition 4.3(c) since x 6∈ Gk+1 by assumption. �

Depth and commutator breaks. Given c ∈ H2(G,A), there are two natural
ways to measure the “complexity” of the associated extension which lead to the
notions of inflation depth and commutator depth of c. However, we will show (see
Proposition 5.4 below) that the two notions of depth always coincide.

Definition. Let A = Ak for some k ≥ 1. Let c be an element of H2(G,A) with

Ext(c) = A
ι
↪→ Ĝ

ϕ
� G. Let Ŝ = ϕ−1(S).

• The inflation depth of c, denoted by infdep(c), is the smallest integer m such
that c lies in the image of the inflation map inf : H2(G/Gm, A)→ H2(G,A).
• An integer m > 1 will be called a commutator break of c if

Kerϕ ∩ γmŜ 6= Kerϕ ∩ γm+1Ŝ.

• The commutator depth of c, denoted by comdep(c), is the largest integer m

such that Kerϕ ∩ γmŜ 6= {1}. Thus, comdep(c) is the largest commutator
break of c if there is at least one break, and comdep(c) = 1 if c has no breaks.

Proposition 5.4. For any c ∈ H2(G,A) we have infdep(c) = comdep(c).

Remark: 1. Recall that we identify H2(G,Ar) with its image in H2(G,As) for
any s ≥ r. This leads to a potential ambiguity in the definitions of commutator
breaks and inflation depth, but fortunately the problem does not occur. The fact
that commutator breaks do not depend on the choice of s above will be proved
in Lemma 5.7 below, and the analogous result for the inflation depth is a direct
consequence of Lemma 5.7 and Proposition 5.4. Until such independence has been
established, we will occasionally use the notation infdep(c, As) for the inflation depth
of some c ∈ H2(G,Ar) considered as an element of H2(G,As) with s ≥ r. It is clear
from the definitions that infdep(c, As) ≥ infdep(c, As′) if s ≤ s′.

2. The definitions of commutator and inflation depth make perfect sense for any
profinite group G with an open pro-p subgroup S, where in the definition of inflation
depth we set Gi = γiS. As our proof of Proposition 5.4 will show, the inequalities
infdep(c)− 1 ≤ comdep(c) ≤ infdep(c) will hold in general, but in order to rule out
the possibility that comdep(c) = infdep(c) − 1 we will need to use rather specific
information about G = SL1(D).

In order to prove Proposition 5.4, we will use the following deep result from [PR2].

Lemma 5.5. (see [PR2, Theorem 7.1]). If F has no primitive pth root of unity, the
group H2(G,A1) is trivial (and hence H2(G,A∞) is also trivial by Lemma 5.1(b)(c)).
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Otherwise, H2(G,A1) has order p and for any non-trivial c ∈ H2(G,A1) one has

infdep(c, As) =
pde

p− 1

for sufficiently large s. �

Remark: 1. The existence of a primitive pth root of unity in F implies that p− 1
divides e.

2. The statement in [PR2] asserts that any non-trivial c ∈ H2(G,A1) has inflation

depth pde
p−1 as an element of H2(G,A∞). However, the above formulation is clearly

equivalent since any element of H2(G/Gm, A∞) comes from H2(G/Gm, As) for some
s ∈ N, as G/Gs is finite (see the proof of Lemma 5.1(c)).

3. For our proof of Proposition 5.4 to go through it would be sufficient to know
that infdep(c) > 2 for any 0 6= c ∈ H2(G,A1). However, we will need the full power
of Lemma 5.5 later in the paper anyway.

Corollary 5.6. Let c be a non-trivial element of H2(G,Ar) for some r. Then

infdep(c, As) ≥
pde

p− 1
for all s ≥ r.

Proof. Suppose that c has order pk. Fix s ≥ r, and let m = infdep(c, As). Thus c
is the inflation image of some c1 ∈ H2(G/Gm, As). Then pk−1c1 maps to pk−1c, so
infdep(pk−1c, As) ≤ m and hence infdep(pk−1c, At) ≤ m for sufficiently large t.

On the other hand, pk−1c has order p and thus lies in H2(G,A1). Therefore

infdep(pk−1c, At) = pde
p−1 for sufficiently large t by Lemma 5.5, so m ≥ pde

p−1 , as

desired. �

Proof of Proposition 5.4. Let A
ι
↪→ Ĝ

ϕ
� G be the extension corresponding to c.

We first prove that comdep(c) ≤ infdep(c). Let n = infdep(c). By Lemma 2.1(a),

there exists a continuous section ψ : G→ Ĝ such that ψ(Gn) is a normal subgroup

of Ĝ. Since Gn = γnS, we have ϕ(ψ(Gn)) = ϕ(γnŜ). Since Kerϕ is central in Ĝ, we

have [ψ(Gn), Ŝ] = [γnŜ, Ŝ] = γn+1Ŝ, and since ψ(Gn) is normal, we conclude that

γn+1Ŝ ⊆ ψ(Gn). Since Imψ cannot contain non-trivial elements of Kerϕ, it follows

that γn+1Ŝ ∩ Kerϕ = {1}. Hence comdep(c) ≤ n by the definition of commutator
depth.

Next we prove that comdep(c) ≥ infdep(c) − 1. Let m = comdep(c). Then

Kerϕ ∩ γm+1Ŝ = {1}, whence ϕ maps γm+1Ŝ isomorphically onto γm+1S = Gm+1.

Therefore, ϕ has a continuous section ψ such that ψ(Gm+1) = γm+1Ŝ. Since Ŝ is

normal in Ĝ, so is γm+1Ŝ and therefore infdep(c) ≤ m+ 1 by Lemma 2.1(b). Thus,
we showed that m ≥ infdep(c)− 1.

Finally, we will show that comdep(c) ≥ infdep(c) (thereby finishing the proof)
using more specific information about G = SL1(D). If c = 0, Proposition 5.4 is
trivially true, so from now on we assume that c 6= 0. By Corollary 5.6 we have

m ≥ pde
p−1 − 1, whence (γmŜ)p ⊆ γm+1Ŝ by Proposition 5.3(a). We can consider
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γmŜ/γm+1Ŝ as a vector space over Fp, with the action of ∆, identifying ∆ with

G/S ∼= Ĝ/Ŝ (recall from Proposition 4.3(a) that ∆ is the group of roots of unity of
order prime to p in G ∩W ∗).

Let K be the subspace (γmŜ ∩ Kerϕ)γm+1Ŝ/γm+1Ŝ of γmŜ/γm+1Ŝ. Clearly,
K is ∆-invariant, and since ∆ is a finite group of order prime to p, we can find

a ∆-invariant vector subspace L of γmŜ/γm+1Ŝ such that γmŜ/γm+1Ŝ = L ⊕ K.

Let H be the full preimage of L under the projection γmŜ → γmŜ/γm+1Ŝ. Then

H lies between γmŜ and γm+1Ŝ, so H is automatically normal in Ŝ. Moreover,

H is ∆-invariant, so H is normal in Ĝ. By construction, H ∩ Kerϕ = {1} and
ϕ(H) = γmS = Gm, so ϕ has a continuous section ψ′ such that ψ′(Gm) = H.
Applying Lemma 2.1(b) as earlier in this proof, we conclude that infdep(c) ≤ m =
comdep(c). �

The following lemma combined with Proposition 5.4 ensures that there is no
ambiguity in the definition of commutator breaks and inflation depth:

Lemma 5.7. Let c ∈ H2(G,Ar) for some r, and let s > r. If c′ ∈ H2(G,As) is the
image of c under the natural mapping H2(G,Ar) → H2(G,As), then c and c′ have
the same set of commutator breaks. In particular, comdep(c′) = comdep(c).

Proof. Let Z ∈ Z2(G,Ar) be a cocycle representing c. Suppose that Ext(c) = Ar ↪→

Ĝ
ϕ
� G and Ext(c′) = As ↪→ Ĝ

′ ϕ′
� G. We can assume that Ĝ = Ar×G, Ĝ

′
= As×G

as topological spaces, both ϕ and ϕ′ are the projections onto the second component

and the multiplication in both Ĝ and Ĝ
′

is given by (2.2) (using the same cocycle
Z in both cases).

If Ŝ = ϕ−1(S) and Ŝ
′

= ϕ′−1(S), then Ŝ = Ar × S and Ŝ
′

= As × S, so Ŝ is a

subgroup of Ŝ
′
, and Ŝ

′
is the product of Ŝ and the center of Ŝ

′
. Thus for all m ≥ 2 we

have γmŜ
′
= γmŜ and hence Kerϕ′∩γmŜ

′
= Kerϕ∩γmŜ (since Kerϕ = Kerϕ′∩Ĝ).

Hence by definition c and c′ have the same commutator breaks. �

Now we are ready to prove a formula for commutator breaks.

Proposition 5.8. Let c ∈ H2(G,As) for some s ∈ N, and suppose that ord(c) = pn.
Then c has exactly n commutator breaks b1 < . . . < bn, and moreover bi = de(i+ 1

p−1)

for all i. In particular, comdep(c) = de(n+ 1
p−1).

Remark: An essentially equivalent statement was proved earlier by Prasad (un-
published) using a different method.

Proof. By Lemma 5.7 and Lemma 5.1(b) we can assume that s = n.

We will first show that b1 = de(1 + 1
p−1) = pde

p−1 , then prove that c has exactly n

commutator breaks and finally prove the formulas for the remaining breaks. In all

parts of the proof we let An
ι
↪→ Ĝ

ϕ
� G be the extension corresponding to c and

Ŝ = ϕ−1(S).
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Step 1: Consider the exact sequence 1 → An−1 → An
×pn−1

−→ A1 → 1, let
H2(G,An−1) → H2(G,An) → H2(G,A1) be the induced maps between the co-
homology groups, and let c̄ be the image of c in H2(G,A1). Since c has or-
der pn, it does not come from H2(G,An−1), and hence c̄ is non-trivial. Hence

comdep(c̄) = infdep(c̄) = pde
p−1 by Proposition 5.4 and Lemma 5.5.

It is easy to check that Ext(c̄) = A1
ῑ
↪→ Ĝ/ι(An−1)

ϕ̄
� G, where Ker ϕ̄ = ῑ(A1) =

ι(An)/ι(An−1). Also note that (ϕ̄)−1(S) = Ŝ/ι(An−1). We just showed that b = pde
p−1

is the unique commutator break of c̄, so ι(An)/ι(An−1) is contained in γb(Ŝ/ι(An−1))

and is not contained (and hence has trivial intersection with) γb+1(Ŝ/ι(An−1)). Since

ι(An−1) is the unique maximal subgroup of ι(An), it follows that ι(An) ⊆ γbŜ while

ι(An) 6⊆ γb+1Ŝ, so by definition the first commutator break of c is equal to b = pde
p−1 .

Step 2: Now let b1 = pde
p−1 < . . . < bk be the commutator breaks of c. We want to

show that k = n.
Since ι(An) ∩ γbiŜ 6= ι(An) ∩ γbi+1Ŝ for any 1 ≤ i ≤ k and |An| = pn, it is

clear that k ≤ n. Suppose now that k < n. Then for some i we must have

|ι(An) ∩ γbiŜ/ι(An) ∩ γbi+1Ŝ| ≥ p2. This would imply that the group γbiŜ/γbi+1Ŝ

contains an element of order ≥ p2, namely the image of a generator of ι(An)∩ γbiŜ.

Since bi ≥ pde
p−1 >

de
p−1 + 1, we obtain a contradiction with Proposition 5.3(a).

The above argument also shows that for each 1 ≤ i ≤ n we have

(5.3) ι(An) ∩ γbiŜ = ι(An+1−i) and ι(An) ∩ γbi+1Ŝ = ι(An−i)

We will use this observation in Step 3.

Step 3: Finally we prove that bi = de(i + 1
p−1) for 1 ≤ i ≤ n by induction on i.

We already know that the result holds for i = 1.
Suppose now that bi = de(i+ 1

p−1) for some 1 ≤ i ≤ n− 1. By the first equation

in (5.3) ι(An+1−i) ⊂ γbiŜ whence ι(An−i) = ι(An+1−i)
p ⊂ (γbiŜ)p = γbi+deŜ, where

the last equality holds by Proposition 5.3(a). On the other hand, applying the

second equation in (5.3) with i replaced by i + 1, we get ι(An−i) 6⊂ γbi+1+1Ŝ. It

follows that bi+1 + 1 > bi + de, whence bi+1 ≥ bi + de = (i+ 1 + 1
p−1)de.

Let us now prove the opposite inequality bi+1 ≤ (i + 1 + 1
p−1)de. Let x be a

generator of An−i; then x ∈ γbi+1
Ŝ by (5.3). We already know that bi+1 > 2de, so

γbi+1
Ŝ = (γbi+1−deŜ)p by Proposition 5.3(a)(b). Moreover, γbi+1−deŜ is powerful, so

x = yp for some y ∈ γbi+1−deŜ by Theorem 3.6.
We claim that y ∈ ι(An). Indeed, ϕ(y)p = ϕ(yp) = ϕ(x) = 1 since x ∈ ι(An). On

the other hand, ϕ(y) ∈ Gbi+1−de, and Gbi+1−de is torsion-free by Proposition 4.3(c).
Therefore, ϕ(y) = 1, whence y ∈ ι(An).

Since x is a generator of ι(An−i) and x = yp, it follows that y 6∈ ι(An−i), so

y 6∈ ι(An) ∩ γbi+1
Ŝ by (5.3). Since bi and bi+1 are consecutive commutator breaks,

ι(An)∩γbi+1Ŝ = ι(An)∩γbi+1
Ŝ, so y 6∈ γbi+1Ŝ. Since we previously established that
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y ∈ γbi+1−deŜ, it follows that bi+1 > bi+1−de whence bi+1 ≤ bi+de = (i+1+ 1
p−1)de,

as desired. �

The final result of this section is concerned with the kernel of the restriction map
H2(G,A)→ H2(Gn, A) where A = As for some s.

Proposition 5.9. Let n ∈ N. Let K be the kernel of the restriction map H2(G,A)→
H2(Gn, A), and let m = log p|K|. Then m ≤ max{0, 2n+1

de −
1
p−1}.

Proof. Suppose that m > 0, and let c be an element of K of order pm (recall that K

is cyclic). Let A
ι
↪→ Ĝ

ϕ
� G be the extension determined by c and Ĝn = ϕ−1(Gn).

Since c ∈ K, the extension A
ι
↪→ Ĝn

ϕ
� Gn splits, whence γ2Ĝn ∩ ι(A) = {1}. On

the other hand, γ2Ĝn ⊇ γ2n+2Ŝ by Proposition 5.3(c), whence γ2n+2Ŝ ∩ ι(A) = {1},
and therefore comdep(c) ≤ 2n + 1. On the other hand, comdep(c) = (m + 1

p−1)de

by Proposition 5.8, whence m ≤ 2n+1
de −

1
p−1 . �

6. Reduction to Lie algebras

Notations. Recall that As denotes the cyclic group of order ps for s ∈ N. We
set as = log (As); thus, as ∼= Z/psZ considered as an abelian Lie algebra. In analogy
with the previous section, we will use the symbol A (resp. a) to denote As (resp.
as) for some s ∈ N when the value of s is not important.

Also recall the basic notations from § 4: F is a p-adic field, e is the ramification
index of F , D is a finite-dimensional central division algebra of degree d over F ,
G = SL1(D), and for n ∈ Z≥0 we let gn = sl(πnOD).

The following two results on Lie algebra cohomology will be established in the
next section. In both theorems F denotes the residue field of F .

Theorem 6.1. Let p ≥ 3 with (p, d, |F |) 6= (3, 2, 3), and let n = de + 1. Then the
group H2(gn, a)G has exponent ≤ pw+4, where as before pw is the largest power of p
dividing e.

Theorem 6.2. Let p ≥ 3 with (p, d, |F |) 6= (3, 2, 3), and assume that n ≡ l ≡ 1
mod d and l > 2n. Let c ∈ H2(gn, a)G and let c1 be the image of c in H2(gl, a). Then
ord(c1) ≤ pw+1. Furthermore, if m ≥ l + (w + 1)de, there exists c2 ∈ H2(gl/gm, a)
such that ord(c2) ≤ pw+1 and c2 maps to c1 under the inflation map H2(gl/gm, a)→
H2(gl, a).

In this section we will deduce parts (a) and (b) of Theorem 1.1 from Theorem 6.1
and Theorem 6.2, respectively. We start with the less technical proof of part (a).

Lemma 6.3. Let p ≥ 5, n ≥ de + 1, and let H2(Gn, A)# be the image of the
restriction map H2(G,A) → H2(Gn, A). Then H2(Gn, A)# ⊆ H2

G(Gn, A)G where
G = Gppc.

Proof. Let c ∈ H2(G,A), and write Ext(c) = (A ↪→ Ĝ
ϕ
� G). Let c1 ∈ H2(Gn, A)

be the restriction of c; then Ext(c1) = (A ↪→ Ĝn
ϕ
� Gn) where Ĝn = ϕ−1(Gn).
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We need to prove that Ext(c1) ∈ ExtG(Gn, A)G which amounts to showing that

Ĝn ∈ Ob(G) and Ext(c1) is G-equivariant.

Let Ŝ = ϕ−1(S). By Proposition 5.3(b)(c) we have Ĝn
p

= γn+deŜ and γ2Ĝn ⊆
γ2nŜ. Since n ≥ de, we conclude that γ2Ĝn ⊆ Ĝn

p
, so Ĝn is powerful. Since Gn is

torsion-free, Ĝn is automatically p-central, so Ĝn ∈ Ob(G). Finally, G-equivariance

of Ext(c1) is clear: the desired action of G on Ĝn is induced by the conjugation

action of Ĝ. �

Now we prove Theorem 1.1(a) whose statement is recalled below.

Theorem 1.1(a). Assume that p ≥ 5. Then |H2(G,Qp/Zp)| ≤ pw+6.

Proof. By Lemma 5.5 (and the remark after it) we can assume that p − 1 divides
e. By Corollary 5.2 we just need to show that for any s ∈ N any element of
H2(G,As) has order ≤ pw+6. So let A = As for some s, a = log (A), and take any
C ∈ H2(G,A).

Let n = de+1, and let C1 be the image of C under the restriction mapH2(G,A)→
H2(Gn, A). The kernel of this map has order ≤ p2 by Proposition 5.9 since 2n+1

de −
1
p−1 = 2 + 3

de −
1
p−1 < 3. Hence ord(C1) ≥ ord(C)

p2
.

By Lemma 6.3, C1 ∈ H2
G(Gn, A)G where G = Gppc. Recall that Gn is torsion-free

by Proposition 4.3(c). Hence by Proposition 3.7(b) ExtG(Gn, A)G and ExtL(gn, a)G

are both groups isomorphic to each other. Therefore, H2
G(Gn, A)G and H2

L(gn, a)G

are isomorphic groups, so in particular H2
G(Gn, A)G is isomorphic to a subgroup of

H2(gn, a)G. By Theorem 6.1, H2(gn, a)G has exponent ≤ pw+4. Hence, ord(C1) ≤
pw+4, whence ord(C) ≤ pw+6, as desired. �

Now we turn to Theorem 1.1(b). The idea of the proof is similar to that of part
(a) except that instead of Weigel’s log functor we shall work with Lazard’s log
functor which will be applied to appropriate congruence quotients of G.

Lemma 6.4. Let m,n ∈ N be such that n ≤ m ≤ (p− 1)n. Let A = As and a = as
for some s. Then there is a natural isomorphism

log n,m : Ext(Gn/Gm, A)→ Ext(gn/gm, a)

Moreover, log n,m maps Ext(Gn/Gm, A)G onto Ext(gn/gm, a)G.

Proof. Since m ≤ (p − 1)n, the nilpotency class of the group Gn/Gm is at most

p − 2. Thus, if 1 → A → Ĥ → Gn/Gm → 1 is any central extension, then Ĥ
has nilpotency class ≤ p − 1. It follows that Ext(Gn/Gm, A) = ExtG(Gn/Gm, A)
where G = G<p, and similarly Ext(gn/gm, a) = ExtL(gn/gm, a) where L = L<p.
Thus Lemma 6.4 follows directly from Propositions 3.7 which establishes an iso-
morphism log : Ext(Gn/Gm, A)→ Ext(log (Gn/Gm), a) mapping Ext(Gn/Gm, A)G

onto Ext(log (Gn/Gm), a)G and Proposition 4.4(b) which establishes a G-equivariant
isomorphism between log (Gn/Gm) and gn/gm. �

We are now ready to prove Theorem 1.1(b). As with Theorem 1.1(a), we recall
the statement.
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Theorem 1.1(b). Let pw be the largest power of p dividing e. Suppose that 4w +
15 ≤ p. Then |H2(G,A)| ≤ pw+1.

Proof. Again we can assume that p−1 divides e by Lemma 5.5, and by Corollary 5.2
we just need to show that for any s, any element of H2(G,As) has order ≤ pw+1.

For the rest of the proof we fix A = As for some s and set H2(H) = H2(H,A)
for any profinite group H.

Step 1: We claim that there exist n, l,m ∈ N such that

(i) n and l satisfy the hypotheses of Theorem 6.2, that is, n ≡ l ≡ 1 mod d,
l > 2n and m ≥ l + (w + 1)de, and

(ii) 2l + 1 < pde
p−1 , m ≤ n(p− 1) and m ≥ (w + 2 + 1

p−1)de.

Indeed, first take l ≡ 1 mod d such that pde
2(p−1) − d−

1
2 ≤ l <

pde
2(p−1) −

1
2 , then take

n ≡ 1 mod d such that l
2 − d ≤ n <

l
2 , and set m = n(p− 1). We have

m ≥
(
l

2
− d
)

(p− 1) ≥
(

pde

4(p− 1)
− 3d

2
− 1

4

)
(p− 1)

= de

(
p

4
− 3(p− 1)

2e
− p− 1

4de

)
≥ de

(
w +

15

4
− 3(p− 1)

2e
− p− 1

4de

)
.

Since p−1 divides e and p ≥ 19, we have 15
4 −

3(p−1)
2e −

p−1
4de ≥

15
4 −

3
2−

1
8 = 17

8 > 2+ 1
p−1 .

Thus all inequalities in part (ii) hold. The remaining inequality m ≥ l + (w + 1)de

in part (i) holds as well since l + (w + 1)de < pde
p−1 + (w + 1)de = (w + 2 + 1

p−1)de.

Now consider the following commutative diagram. All vertical arrows are re-
striction maps, horizontal arrows without labels are inflation maps, and the two
labeled arrows are maps defined in Lemma 6.4 (with Ext groups replaced by the
corresponding H2 groups).

(6.1)

H2(G/Gm) −−−−→ H2(G)y y
H2(gn) ←−−−− H2(gn/gm)

log n,m←−−−− H2(Gn/Gm) −−−−→ H2(Gn)y y y y
H2(gl) ←−−−− H2(gl/gm)

log l,m←−−−− H2(Gl/Gm) −−−−→ H2(Gl)

Step 2: We will argue by contradiction, so assume that H2(G) contains an element
C of order pw+2. By Proposition 5.8, infdep(C) = (w + 2 + 1

p−1)de, so by our

assumptionsm ≥ infdep(C). Thus C is the inflation image of some C1 ∈ H2(G/Gm).
Now let C2 ∈ H2(Gn/Gm), C5 ∈ H2(Gl/Gm), C3 ∈ H2(Gn) and C4 ∈ H2(Gl) be

the images of C1 in the commutative diagram (6.1). Since 2l + 1 < pde
p−1 , the map

H2(G) → H2(Gl) is injective by Proposition 5.9. Therefore, ord(C2) ≥ ord(C5) ≥
ord(C4) = ord(C) = pw+2.
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C1 −−−−→ Cy y
c3 ←−−−− c2

log n,m←−−−− C2 −−−−→ C3y y y y
c4 ←−−−− c5

log l,m←−−−− C5 −−−−→ C4

Step 3: Let c2 = log n,m(C2) ∈ H2(gn/gm) and c5 = log l,m(C5) ∈ H2(gl/gm)
(recall that the log maps are defined in Lemma 6.4). Since both log maps are
isomorphisms, we have ord(c2) ≥ ord(c5) ≥ pw+2. Let c3 ∈ H2(gn) and c4 ∈ H2(gl)
be the images of c2 in (6.1).

We claim that c3 and c4 are G-equivariant, that is, c3 ∈ H2(gn)G and c4 ∈
H2(gl)

G. Indeed, C2 and C5 are G-equivariant by Lemma 2.2 since they are restric-
tion images of an element of H2(G/Gm, A). Hence, by Lemma 6.4, the elements c2

and c5 are also G-equivariant. Finally, c3 and c4 are G-equivariant by Lemma 2.2
being inflation images of c2 and c5, respectively.

Step 4: By Theorem 6.2, the image of H2(gn)G in H2(gl) has exponent ≤ pw+1,
and every element of H2(gl)

G is inflated from some element of H2(gl/gm) of order
≤ pw+1. Since c4 ∈ H2(gl)

G is the restriction image of c3 ∈ H2(gn)G, it follows that
ord(c4) ≤ pw+1 and there exists c′5 ∈ H2(gl/gm) such that ord(c′5) ≤ pw+1, and c′5
and c5 both inflate to c4.

Step 5: Let K be the kernel of the inflation map H2(gl/gm, a)→ H2(gl, a) where
a = log (A). By the inflation-restriction sequence (see, e.g. [Weib, 7.5.3, p. 333]), K
is equal to the transgression image of H1(gm, a)gl = Hom (gm/[gm, gl], a).

Since l ≡ 1 mod d we have [gm, gl] = gm+l (this can be proved similarly to
Proposition 4.3(b)). Since l < de by assumption, [gm, gl] ⊃ gm+de = p gm. It follows
that gm/[gm, gl] and hence also K has exponent ≤ p.

On the other hand, K contains the element c5 − c′5 which has order ≥ pw+2

since ord(c5) ≥ pw+2 by Step 3 while ord(c′5) ≤ pw+1 by Step 4. The obtained
contradiction finishes the proof. �

7. Cohomology of Lie algebras

In this section we identify an with the abelian Lie algebra 1
pnZp/Zp for n ∈ N. As

before, a will denote an for some n when the value of n is not important. We also
set a∞ = ∪∞n=1an. Note that a∞ can be naturally identified with Qp/Zp.

The goal of this section is to prove Theorems 6.1 and 6.2. The main part of the
proof consists of describing a∞-valued G-invariant cocycles of the Lie algebras gN
for N ≡ 1 mod d. Once this is achieved, both Theorems 6.1 and 6.2 follow very
easily.

Throughout the section we will assume that p ≥ 3, and if p = 3, we will assume
that (d, |F |) 6= (2, 3) where F is the residue field of F . We expect that Theorems 6.1
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and 6.2 are also valid for p = 2 except when d = 2 or (d, |F |) = (3, 4) (apart
from these 2 cases, the only step which does not work for p = 2 is the proof of
Theorem 7.9). However, we decided not to deal with p = 2 since this would add
extra technicalities to the proofs while all the parts of Theorem 1.1 require p ≥ 5
anyway.

Let h = gN for some N ∈ N (eventually we will assume that N ≡ 1 mod d,
but everything before Proposition 7.4 will be valid for all N). Since h is a free
Zp-module, we can realize H2(h, a) as Z2(h, a)/B2(h, a) where Z2(h, a) and B2(h, a)
are defined as in § 2.2.

Now let E = (a
ι
↪→ ĥ � h) be an element of Ext(h, a). Given a linear section

ψ : h→ ĥ, let Zψ be the a-valued cocycle of h corresponding to ψ. If a is identified
with ι(a), the formula for Zψ given by (2.3) becomes

Zψ(u, v) = ψ([u, v])− [ψ(u), ψ(v)].

Suppose that E is a G-equivariant extension. Can we always choose ψ such that
Zψ is G-invariant? We do not know the answer to this question; however, it is
certainly possible to make Zψ invariant under the action of the smaller group ∆
(defined in Proposition 4.3(a)) which, as we recall here, consists of roots of unity in
W ∗ ∩G of order prime to p.

Proposition 7.1. Let h and E be as above. The section ψ can be chosen in such
a way that the cocycle Z = Zψ is ∆-invariant, that is, Z(ug, vg) = Z(u, v) for any
u, v ∈ h and g ∈ ∆ (recall that the action of G on a is trivial).

Proof. Let ψ be some section, and define z : ∆ → Hom (h, a) by setting z(g)(u) =
ψ(u)g − ψ(ug). Define the left action of ∆ on Hom (h, a) by setting g ∗ l(u) = l(ug)
(where l ∈ Hom (h, a) and u ∈ h). Then it is easy to check that z is a Hom (h, a)-
valued 1-cocycle of ∆. Since the order of ∆ is prime to p and Hom (h, a) has p-power
order, the cohomology group H1(∆,Hom (h, a)) is trivial, whence z is a coboundary.
Hence, z(g)(u) = l(u)− l(ug) for some l ∈ Hom (h, a), so

(7.1) ψ(u)g − ψ(ug) = l(u)− l(ug).

Now define ψ′ : h → ĥ by ψ′(u) = ψ(u) − l(u). Clearly, ψ′ is also a section of E .
Note that l(u)g = l(u) for any u ∈ h and g ∈ ∆, since the action of ∆ on a is trivial.
Therefore, using (7.1) for any u ∈ h and g ∈ ∆ we have ψ′(ug) = ψ(ug) − l(ug) =
ψ(u)g − l(u) = (ψ(u)− l(u))g = ψ′(u)g , and it follows that Zψ′ is ∆-invariant. �

Our next goal is to determine all bilinear ∆-invariant maps from gN × gN to a∞.
Since gN is a finitely generated Zp-module, the image of such map lies in an for
some n. But first we introduce some additional notations.

Let σ and π be as in § 4. For a subset U of W , we set

sl(U) = {a ∈ U : trW/F (a) = 0}.

Let Wur (resp. Fur) be the maximal unramified extension of Qp in W (resp. F ).
Then Fur = Wur ∩ F , and the restriction map Gal (W/F ) → Gal (Wur/Fur) is an
isomorphism (recall that the extension W/F is unramified by construction).
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Let O = OWur be the ring of integers of Wur. The extension W/Wur is totally

ramified of degree e with uniformizer τ = πd, so OW =
e−1⊕
i=0

τ iO =
e−1⊕
i=0

πdiO. Com-

bining this with the decomposition OD =
d−1⊕
j=0

πjOW given by (4.3) we deduce that

OD =
de−1⊕
i=0

πiO

Further if we set

(7.2) Oi =

{
O if d - i
sl(O) if d | i

then g0 =
de−1⊕
i=0

πiOi and moreover

(7.3) gN =
N+de−1⊕
i=N

πiOi for all N ∈ N.

Finally if we turn Oi into a ∆-module by setting

αg = α
g

σi(g)
for any α ∈ Oi and g ∈ ∆,

it is easy to see that the map from Oi to g0 given by α 7→ απi is a monomorphism
of ∆-modules.

Definition. Let C : gN × gN → a∞ be a bilinear map. Given i, j ≥ n, define
Ci,j : Oi ×Oj → a∞ by Ci,j(α, β) = C(απi, βπj).

Remark: Equation (7.3) implies that a bilinear map C : gN × gN → a∞ is
completely determined by the corresponding Ci,j for N ≤ i, j ≤ N + de − 1, and
one can think of Ci,j for i and j in this range as homogeneous components of C.
However, it will be convenient to keep track of the maps Ci,j for all i, j ≥ N .

It is clear that a bilinear map C : gN ×gN → a∞ is ∆-invariant if and only if each
Ci,j is ∆-invariant. A complete description of ∆-invariant maps from Oi × Oj to
a∞ is given by the following proposition. In order to state this and all subsequent
results, we use the maps introduced in Claim 4.5 as well as the following shortcut
notations:8 w = Wur/OWur , f = Fur/OFur , Tr = trw/f and tr = trw/qp , where
qp = Qp/Zp. Recall that qp can be naturally identified with a∞.

Proposition 7.2. Fix i, j ∈ N and let E : Oi×Oj → a∞ be bilinear and ∆-invariant.

(a) If d - (i+ j), then E = 0.
(b) If d | (i+ j) and d - i (hence d - j as well), there exists λ ∈ w such that

E(α, β) = tr (λασi(β)) for all α ∈ Oi and β ∈ Oj .

8These notations are slightly different from § 4.2, e.g. w denotes Wur/OWur and not W/OW .
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Proof. First, without loss of generality we can assume that d - i.
Let k be the smallest integer such that the image of E lies in ak. We will prove

(a) and (b) simultaneously by induction on k (with the case k = 0 being obvious).
Let on = On/pOn, with the induced ∆-module structure. If d - n, we can identify

on with W , the residue field of W (which is naturally isomorphic to the residue field
of Wur), and if d | n, we can identify on and with sl(W ) = {x ∈W : trW/F (x) = 0}.
Define the map E : oi × oj → 1

pZp/Zp by setting

E(α+ pOi, β + pOj) = pk−1E(α, β).

Clearly, E is ∆-invariant as well.

Claim 7.3. There exists µ ∈ W such that E(α, β) = trW/F (µασi(β)) for any

α ∈ oi and β ∈ oj. Moreover, µ = 0 if d - (i+ j).

Claim 7.3 is essentially established in [PR2]; however since we cannot formally
deduce it from the results stated in [PR2], we will provide a proof.

Proof of Claim 7.3. First, since by our assumptions the pair (d, |F |) is different from
(3, 4) and (2, 3) and d - i, by [Ri, Theorem 7] oi is a simple F [∆]-module. This
implies that any ∆-invariant bilinear map oi × oj → F is either the zero map or is

non-degenerate on the left. In the latter case this map induces a non-trivial F [∆]-
module homomorphism from oi to the dual of oj , which by [PR2, 1.8] is only possible

if d | (i+ j). Thus, E = 0 if d - (i+ j).
Suppose now that d | (i + j) (and hence d - j as well). For each µ ∈ W define

Eµ : W ×W → F by Eµ(α, β) = trW/F (µασi(β)). It is straightforward to check

that each Eµ is ∆-invariant (see (7.4) below); moreover the map µ 7→ Eµ is injective.

Thus, the functions Eµ form a subspace of dimension [W : F ] in the space of all

∆-invariant bilinear forms W ×W → F . Any subspace of a larger dimension must
contain a nonzero degenerate form, which is impossible by the previous paragraph.
Hence any ∆-invariant bilinear form must equal Eµ for some µ. �

We proceed with the proof of Proposition 7.2. Let µ be as in Claim 7.3, but now
think of it as an element of 1

pO/O ⊂ w = Wur/O. Choose λ ∈ w such that pk−1λ =

µ (if µ = 0, set λ = 0). Define E1 : Oi × Oj → ak by E1(α, β) = tr (λασi(β)). We
claim that E1 is ∆-invariant. Indeed, if d - (i+ j), then E1 = 0 and there is nothing
to prove. If d | (i+ j), then for any g ∈ ∆, α ∈ Oi and β ∈ Oj we have

(7.4) αgσi(β)g = α
g

σi(g)
σi(β)σi

(
g

σj(g)

)
= ασi(β).

Now E−E1 is a bilinear ∆-invariant map, and it follows from our construction that
the image of E − E1 lies in ak−1. By induction, (E − E1)(α, β) = tr (λ1ασ

i(β)) for
some λ1 ∈ w, whence E has the desired form. �

Definition. Let C : gN × gN → a∞ be a bilinear map. A pair of integers (i, j),
with i, j ≥ N , will be called regular for C if there exists λ ∈ w such that

(7.5) Ci,j(α, β) = tr (λασi(β)) for all α ∈ Oi and β ∈ Oj .
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The set of regular pairs will be denoted by Ireg(C).

One may ask if equation (7.5) determines λ uniquely. By Claim 4.5(e)(f), the
answer is yes, unless d = 2, d | i and d | j. In the latter case the set of all λ
satisfying (7.5) has the form λ0 +sl(w) for some λ0; since p 6= 2 by our assumptions,
the set λ0 +sl(w) contains exactly one element of f . This observation motivates our
next definition.

Definition. Let C be as above and (i, j) ∈ Ireg(C). Define λi,j(C) ∈ w as follows:

If d > 2 or d - i or d - j, let λi,j(C) be the unique λ ∈ w such that (7.5) holds.

If d = 2, d | i and d | j, let λi,j(C) be the unique λ ∈ f such that (7.5) holds.

Proposition 7.2 can now be restated as follows: if C is ∆-invariant, then Ireg(C)
contains all pairs (i, j) such that d - i or d - j; moreover λi,j(C) = 0 whenever
d - (i+ j). If C is also a cocycle, we can say much more:

Proposition 7.4. Let C be a ∆-invariant cocycle of gN . For (i, j) ∈ Ireg(C) set
λi,j = λi,j(C).

(a) The following relations hold provided all symbols occurring in them are defined:

(R1) λi,j = −σi(λj,i)
(R2) λi+j,k = λi,j+k + σi(λj,i+k) = σj(λi,j+k) + λj,i+k unless i, j and k are all

divisible by d.

(b) Let i ≥ 2N , j ≥ N , with d | i and d | j. Then (i, j) ∈ Ireg(C) provided there
exist k, l ≥ N , with k + l = i and k ≡ 1 mod d, such that

λk,l+j + σk(λl,k+j) ∈ f (∗ ∗ ∗)

Moreover, such k and l exist if N ≡ 1 mod d and p - d.

Proof. (a) Relation (R1) follows immediately from the equality C(απi, βπj) =
−C(βπj , απi), so we will only prove (R2).

First note that if d - (i + j + k), then all expressions in (R2) vanish by Proposi-
tion 7.2(a). So, from now on we assume that d | (i+ j + k). Applying the equation
C([u, v], w) + C([v, w], u) + C([w, u], v) = 0 with u = απi, v = βπj and w = γπk

and simplifying we have

(7.6) tr (µασi(β)σ−k(γ) + νβσj(α)σ−k(γ)) = 0 whenever απi, βπj , γπk ∈ gN

where µ = λi+j,k+σi(λj+k,i)+σ−k(λk+i,j) and ν = λi+j,k+σ−k(λj+k,i)+σj(λk+i,j).
It follows from (R1) that µ = λi+j,k−λi,j+k−σi(λj,i+k) and ν = λi+j,k−σj(λi,j+k)−
λj,i+k, and all we have to show is that µ = ν = 0.

Recall that at least one of the numbers i, j and k is not divisible by d; in fact,
since we assume that d | (i + j + k), at least two of these numbers are not di-
visible by d. It is easy to see that any permutation of i, j and k leaves the set
{µ, σ−i(µ), σk(µ), ν, σ−j(ν), σk(ν)} invariant. Thus, without loss of generality we
can assume that d - j and d - k.

Since d - k, we can choose any γ ∈ O in (7.6), and therefore by Claim 4.5(e),
µασi(β)− νβσj(α) = 0 for all α ∈ Oi and β ∈ Oj .
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Assume now that ν 6= 0; it is clear that µ 6= 0 as well. Arguing as in the proof of
Claim 4.5, we deduce that there exist nonzero elements µres, νres ∈ W (the residue
field of W ) with the following property:

µresασ
i(β)− νresβσj(α) = 0

where β ∈W is arbitrary and α ∈W is arbitrary if d - i and lies in sl(W ) if d | i.
Since now we have an equation in a field, we can rewrite it as µres

νres
= βσj(α)

ασi(β)
.

Thus, the quotient βσj(α)
ασi(β)

is constant for all nonzero α, β as above. Clearly, this is

impossible if d - i (in which case α, β ∈W are arbitrary). Thus, we can assume that

d | i, in which case the condition simplifies to σj(α)
α being constant for all nonzero

α ∈ sl(W ). A simple counting argument shows that the latter is possible only if

d = 2, in which case α ∈ sl(W ) if and only if σj(α)
α = −1 (since j is odd).

Thus, we proved that µ = ν = 0 unless d = 2, i is even and j and k are both
odd, so we proceed with the latter case. The original equation (7.6) in this case
immediately implies that µ = −ν. But recall that in this case the definition of
λ’s is different. Since d | i and d | (j + k), we have λj+k,i ∈ f by definition, so

σt(λj+k,i) = λj+k,i for all t. Therefore, µ− ν = σ−k(λk+i,j)− σj(λk+i,j) = 0 (since
−k ≡ j mod d). Thus, we finally showed that µ = ν = 0.

(b) Let k, l ≥ N be such that k + l = i and k ≡ 1 mod d. Apply the equation
C([u, v], w) + C([v, w], u) + C([w, u], v) = 0 with u = απk, v = πl and w = γπj ,
where α ∈ O and γ ∈ sl(O). Since (k, l + j), (l, k + j) ∈ Ireg(C) by Proposition 7.2,
after simplifications we get

(7.7) C((α− σ−1(α))πi, γπj) = tr (γ(σ−1(να)− να)),

where ν = λk,l+j + σk(λl,k+j).
If we know that ν ∈ f , then σ−1(να) − να = ν(σ−1(α) − α). So, (7.7) implies

that C(βπi, γπj) = tr (νβγ) for all β, γ ∈ sl(O) since any β ∈ sl(O) is of the form
α−σ−1(α) for some α ∈ O by Claim 4.5(c). Therefore, by definition (i, j) ∈ Ireg(C).

Let us now prove the ‘moreover’ part. First, if N ≡ 1 mod d, we can always
write i = k+ l as in the first line of the proof of (b) by setting k = N and l = i−N .
It remains to show that ν ∈ f if p - d. Replace α by α + 1 in (7.7). The left-hand
side does not change, and the right-hand side changes by tr (γ(σ−1(ν)− ν)). Thus
tr (γ(σ−1(ν) − ν)) = 0 for any γ ∈ sl(O), whence σ−1(ν) − ν ∈ f by Claim 4.5(g).
Now Tr (σ−1(ν)− ν) = 0; on the other hand, Tr (µ) = dµ for any µ ∈ f . Since p - d,
we conclude that σ−1(ν)− ν = 0, whence ν ∈ f by Claim 4.5(b). �

New notations.
1. For the remainder of the section we fix f ∈ N and set N = df + 1.
2. For m,n ∈ N, with m ≤ n, we set [m,n] = {k ∈ N : m ≤ k ≤ n}.
3. For n ≥ 2f + 1, let In,f = [df + 1, dn− (df + 1)].

4. (taken from [PR2]). Given λ ∈ w and i ≥ 0, let

λ(i) = λ+ σ(λ) + . . .+ σi−1(λ).

Note that λ(i) + σi(λ(j)) = λ(i+ j).
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Proposition 7.5. Let C be a ∆-invariant cocycle of gdf+1 and set λi,j = λi,j(C)
for (i, j) ∈ Ireg(C). Let n ≥ 4f + 2. The following hold:

(a) Ireg(C) contains (i, dn− i) for every i ∈ In,f .
(b) There exists κn ∈ w such that λi,dn−i = κn(i) for all i ∈ In,f .

First we make some preparations. Given i such that (i, dn− i) ∈ Ireg(C), set

µi = λi,dn−i(C).

By Proposition 7.2, µi is defined whenever i ∈ In,f and d - i. Moreover, if d = 2
(in which case p - d by our assumption), µi is defined for all i ∈ In,f by Proposi-
tion 7.4(b), so we already proved Proposition 7.5(a) for d = 2.

Relation (R2) of Proposition 7.4(a) implies that

(7.8) µi+j = µi + σi(µj) = µj + σj(µi) unless d | i and d | j
(whenever µi, µj , µi+j are defined).

Claim 7.6. Let µ = µdf+1. Then µk−µ(k) ∈ f for all k ∈ In,f with k ≡ ±1 mod d.

Proof. Let S = {k ∈ In,f : µk − µ(k) ∈ f}. We proceed in several steps.

Step 1: k ∈ S if k ∈ [df + 1, n− (2df + 2)] and k ≡ 1 mod d.
Subproof: The restrictions on k imply that k + df + 1 ∈ In,f . By (7.8) we have

µdf+(k+1) = µ + σ(µk) = µk + σk(µ). (Note that µdf+(k+1) is defined since either
d = 2 or d - (df + (k + 1))). Therefore,

σ(µk)− µk = σk(µ)− µ = σ(µ(k))− µ(k).

Hence σ(µk − µ(k)) = µk − µ(k), and so µk − µ(k) ∈ f by Claim 4.5(b).

Step 2: k ∈ S if k ∈ [2df + 2, n− (df + 1)] and k ≡ −1 mod d.
Subproof: By step 1, dn−k ∈ S, so µdn−k−µ(dn−k) ∈ f . By Proposition 7.4(a) we
have µk = −σk(µdn−k). Thus, µk + σk(µ(dn − k)) = −σk(µdn−k − µ(dn − k)) ∈ f .
Since σk(µ(dn − k)) = µ(dn) − µ(k) = nTr (µ) − µ(k), it follows that µk − µ(k) =
µk + σk(µ(dn− k))− nTr (µ) ∈ f , and so k ∈ S.

Step 3: if i, j ∈ In,f are such that i ≡ j ≡ ±1 mod d and i+ j ∈ In,f , then i ∈ S
if and only if j ∈ S.
Subproof: Since i ≡ j ≡ ±1 mod d, we have σi = σj = σ±1, and (7.8) yields

µi − µj = σ±1(µi − µj) whence µi − µj ∈ f . Since µ(i)− µ(j) = i−j
d Tr (µ) ∈ f , the

assertion of step 3 is clear.

Step 4: k ∈ S for any k ∈ In,f with k ≡ −1 mod d.
Subproof: Let i = df + (d−1) and j = 2df + (d−1). By step 2 we have j ∈ S. Since
i + j = d(3f + 2) − 2 ≤ dn − df − 2 (recall that n ≥ 4f + 2 by the hypotheses in
Proposition 7.5), step 3 implies that i = df + (d− 1) ∈ S. Once again by step 3, we
get that k ∈ S for any k ∈ [df+d−1, 2df+(d−1)] with k ≡ −1 mod d. Combining
this result with step 2, we conclude that k ∈ S for any k ∈ In,f with k ≡ −1 mod d.

Step 5: k ∈ S for any k ∈ In,f with k ≡ 1 mod d.

Subproof: This follows from Step 4 and equality µk = −σk(µdn−k) by the same
argument as in Step 2. �
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Proof of Proposition 7.5(a). We already know that (i, dn − i) ∈ Ireg(C) if d - i.
Since C is a cocycle, (i, dn − i) ∈ Ireg(C) if and only if (dn − i, i) ∈ Ireg(C). Thus
it suffices to prove that (i, dn− i) ∈ Ireg(C) when i ≥ dn/2 and d | i.

Fix such i. Note that i ≥ 2df + d since n ≥ 4f + 2, so we can choose k, l > df
such that k + l = i, l ≡ 1 mod d (hence k ≡ −1 mod d). We will show that
µk +σk(µl) ∈ f , which would imply that (i, dn− i) ∈ Ireg(C) by Proposition 7.4(b).

By Claim 7.6, we have µk−µ(k) ∈ f and µl−µ(l) ∈ f where µ = µdf+1 as before.

Therefore, µk + σk(µl)− (µ(k) + σk(µ(l))) = (µk − µ(k)) + σk(µl − µ(l)) ∈ f . Since
µ(k) +σk(µ(l)) = µ(k+ l) = µ(i) = i

dTr (µ) ∈ f , we deduce that µk +σk(µl) ∈ f , as
desired.

Once we proved part (a), we know that µi is defined for all i ∈ In,f . We will now
establish one more auxiliary result before proving part (b).

Claim 7.7. Recall that µ = µdf+1. For each k ∈ In,f define νk = µk − µ(k). Then

(i) νk ∈ f for all k ∈ In,f
(ii) νi+j = νi + νj whenever d - i or d - j.

Proof. We will prove (i) and (ii) simultaneously. First if d - i or d - j and i, j, i+ j ∈
In,f , (7.8) yields

(7.9) νi+j = µi+j − µ(i+ j) = µi + σi(µj)− µ(i)− σi(µ(j)) = νi + σi(νj).

Thus, if we already know that νi, νj ∈ f for some i and j with d - i or d - j, then
νi+j ∈ f (resp. νi−j ∈ f) whenever i+ j ∈ In,f (resp. i− j ∈ In,f ).

By Claim 7.6 νi ∈ f for all i ∈ In,f with i ≡ ±1 mod d. Starting with this fact
and using the observation in the previous paragraph, it is easy to deduce that νk ∈ f
for all k ∈ In,f . This proves (i), and (ii) now follows directly from (7.9). �

Proof of Proposition 7.5(b). We will use the notations introduced in Claim 7.7.

Case 1: d 6= 2. For any i ∈ [df+1, dn−2df−3] we have νdf+(i+2) = νi+1+νdf+1 =
νi + νdf+2, whence νi+1 − νi = νdf+2 − νdf+1 (if d = 2 and i is even, both i and
df + 2 are divisible by d, so the above equalities may not hold). Therefore, for each
i ∈ [df + 1, dn− 2df − 2] we have νi = νdf+1 + (i− df − 1)ν where ν = νdf+2− νdf+1.

Since ν2df+2 = 2νdf+1 by Claim 7.7(ii), we get νdf+1 + (df + 1)ν = 2νdf+1 and
therefore νdf+1 = (df +1)ν. So, for i ∈ [df +1, dn−2df −2] we have νi = iν, whence
µi = µ(i) + iν = {µ+ ν}(i). The formula µi = {µ+ ν}(i) is easily seen to hold for
dn− 2df − 2 < i ≤ dn− df − 1 as well, e.g. by (7.8).

Case 2: d = 2. Let i ∈ [2f+1, 2n−4f−3]. If i is odd, νi+1−νi = ν2f+2−ν2f+1 as
in case 1. Similarly, νi+1−νi = ν2f+3−ν2f+2 if i is even. Now let α = ν2f+2−ν2f+1

and β = ν2f+3 − ν2f+2. Arguing as above, we conclude that

ν2f+(2i+1) = ν2f+1 +i(α+β) and ν2f+2i = ν2f+1−β+i(α+β) for i ∈ [0, n−3f−2].

The equation ν2f+1 +ν2f+2 = ν4f+3 yields ν2f+1 = f(α+β) +β, while the equation
2ν2f+1 = ν4f+2 yields ν2f+1 = f(α + β) + α. It follows that α = β and ν2f+1 =
(2f + 1)α. The rest of the proof is the same as in case 1. �

The assertions of Propositions 7.2 and 7.5 motivate the following definition.
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Definition. A bilinear map C : gdf+1 × gdf+1 → a∞ will be called regular if there
exists a sequence {κn}∞n=2f+1 such that for any i, j ≥ df + 1 we have (i, j) ∈ Ireg(C)
and

λi,j(C) =

{
0 if d - (i+ j)
κ(i+j)/d(i) if d | (i+ j)

We will say that {κn} is the defining sequence of C (each κn is uniquely determined
by C, e.g. since λi+1,dn−(i+1)(C)− λi,dn−i(C) = σi(κn) for any i ∈ [df + 1, 2df ]).

Our next result asserts that ∆-invariant cocycles are not far from being regular.

Claim 7.8. Let C be a ∆-invariant cocycle of gdf+1. The following hold:

(a) Let l = dm + 1 with m ≥ 2f + 1. Then the restriction of C to gl × gl is a
regular cocycle.

(b) Assume that f ≤ e. Then p3C is a regular cocycle of gdf+1.

Proof. (a) is a direct consequence of Proposition 7.2 and Proposition 7.5(b).

(b) Let D = p3C. Clearly, D is ∆-invariant as well, so λi,j(D) = 0 if d - (i + j)
by Proposition 7.2. It remains to show that for any n ≥ 2f + 1 there exists κn ∈ w
such that λi,dn−i(C) = κn(i) for all i ∈ In,f .

By Proposition 7.5(b) we already know that such κn exists for all n ≥ 4f + 2.

Recall that τ = πd is a uniformizer of F . Since the extension F/Fur is totally
ramified of degree e, OF is a free OFur -module with basis 1, τ, . . . , τ e−1. Moreover,
p3

τ3e
∈ OF , so there exists a unique sequence {dk ∈ OFur}4e−1

k=3e such that p3 =∑4e−1
k=3e dkτ

k. For any n ≥ 2f + 1, i ∈ In,f , α ∈ Oi, and β ∈ Odn−i we have

D(απi, βπdn−i) = C(απi, p3βπdn−i) =
4e−1∑
k=3e

C(απi, βdkπ
dn−i+dk) =

4e−1∑
k=3e

tr (κn+k(i)ασ
i(β)dk) = tr (κ′n(i)ασi(β)),

where κ′n =
∑4e−1

k=3e dkκn+k (the right-hand side of the last equality is defined since
for k ≥ 3e we have n+ k ≥ (2f + 1) + 3e ≥ 5f + 1 ≥ 4f + 2).

Thus, λi,dn−i(C) = κ′n(i) for all n ≥ 2f + 1 and i ∈ In,f , as desired. �

We are now ready to give a full characterization of regular ∆-invariant cocycles.
This characterization involves the coefficients of the minimal polynomial of τ over
Fur. Since τ is a uniformizer of F , there exists a unique sequence {ck ∈ OFur}e−1

k=0
such that

(7.10) τ e = p

e−1∑
k=0

ckτ
k.

Moreover, c0 must be a unit of OFur .

Definition. A sequence {κn ∈ w}∞n=2f+1 will be called compatible if for any n ≥
2f + 1 we have
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(C1) κn+e = p
e−1∑
k=0

ckκn+k (where {ck} are given by (7.10))

(C2) nTr (κn) = 0.

Theorem 7.9. A sequence {κn}∞n=2f+1 is the defining sequence of some regular

∆-invariant cocycle of gdf+1 if and only if {κn} is compatible.

Proof. Let C be a regular ∆-invariant cocycle and let {κn} be the defining sequence
of C. By relation (R1) of Proposition 7.4 we have κn(i)+σi(κn(dn−i)) = 0, whence
nTr (κn) = 0, so (C2) holds.

Condition (C1) is a consequence of the identity C(u, pv) = pC(u, v). Indeed, let

n ≥ 2f + 1, i ∈ In,f . For any α ∈ Oi and β ∈ Odn−i we have C(απi, βπd(n+e)−i) =

C(απi, βπdn−iτ e) = C(απi, βπdn−i·p
e−1∑
k=0

ckτ
k) = p

e−1∑
k=0

C(απi, ckβπ
d(n+k)−i).Hence,

tr (κn+e(i)ασ
i(β)) = p

e−1∑
k=0

tr (κn+k(i)ckασ
i(β)), and (C1) follows immediately.

Conversely, let {κn} be compatible. Given i, j ≥ df + 1, let λi,j = κ(i+j)/d(i)
if d | (i + j) and λi,j = 0 if d - (i + j). By equation (7.3) there exists a unique
bilinear map C : gdf+1 × gdf+1 → a∞ such that Ci,j(α, β) = tr (λi,jασ

i(β)) for
all i, j ∈ [df + 1, df + de], α ∈ Oi and β ∈ Oj . Condition (C1) ensures that the
same formulas for Ci,j are valid for all i, j ≥ df + 1. By direct computation, C is
∆-invariant.

We also claim that λi,j(C) = λi,j . This holds automatically except possibly
when d = 2, d | i, d | j. Recall that in the latter case the definition of λi,j(C) is
different and we need to check that λi,j ∈ f . This holds since by our definition

λi,dn−i = κn(i) = i
dTr (κn) if d | i.

Condition (C2) implies that {λi,j} satisfy relations (R1) and (R2) of Proposi-
tion 7.4; moreover (R2) holds even if i, j and k are all divisible by d. It is now easy to
deduce that C is a cocycle. The equation C([u, v], w)+C([v, w], u)+C([w, u], v) = 0
follows immediately from (R2) by the computation in (7.6).

To prove that C is alternating it suffices to show that

(i) Cj,i(β, α) = −Ci,j(α, β) for all i, j ≥ df + 1 and
(ii) Ci,i(α, α) = 0 for all i ≥ df + 1

Condition (i) follows immediately from (R1) of Proposition 7.4. If d - 2i, then (ii)
is automatic by construction, so assume that d | 2i. In this case we get

Ci,i(α, α) = tr (λi,iασ
i(α)) = tr (σi(λi,i)σ

i(α)σ2i(α)) = −Ci,i(α, α)

where the last equality holds since d | 2i and σi(λi,i) = −λi,i by (R1). Thus,
2Ci,i(α, α) = 0, and since p > 2, we deduce that Ci,i(α, α) = 0, as desired. �

Next we show that for any compatible sequence {κn}, there is a better bound on
the orders of Tr (κn) than the one given by (C2) alone.

Lemma 7.10. Let pw be the highest power of p dividing e. If {κn} is a compatible
sequence, then pw+1Tr (κn) = 0 for all n.
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Proof. Let µn = Tr (κn) for n ≥ 2f + 1. Note that the sequence {µn} is compatible
as well.

Let l be the smallest integer such that plµn = 0 for all n, and let m be the largest
integer such that pl−1µm 6= 0. Such l and m indeed exist and moreover m ≤ 2f + e

since µn = p
e−1∑
k=0

ckµn−e+k for n ≥ 2f + e+ 1. We know that mµm = 0, so pl divides

m.

Now consider the equality µm+e = p
e−1∑
k=0

ckµm+k. The element
e−1∑
k=0

ckµm+k has

order pl because c0µm has order pl (as c0 is a unit in OFur) and ckµm+k has order
at most pl−1 for k > 0 (by the choice of m). So, µm+e has order pl−1.

On the other hand, (m + e)µm+e = 0. Since pl−1 divides m, pl−1 must divide e
as well. Therefore, l ≤ w + 1. �

Proposition 7.11. Let h = gdf+1 for some f , let C be a regular ∆-invariant cocycle
of h and let {κn}n≥2f+1 be the defining sequence of C. Let v be any integer such
that C(h, h) ⊆ av or, equivalently, any integer such that pvκn = 0 for all n ≥ 2f +1.
Then there exists a regular cocycle C1 of h such that

(a) C and C1 represent the same class in H2(h, av)
(b) If {θn} is the defining sequence of C1, then pw+1θn = 0 for all n ≥ 2f + 1.

Proof. If v ≤ w + 1, we can simply set C1 = C, so we will assume that v > w + 1.

We already know that pw+1Tr (κn) = 0 for all n ≥ 2f + 1. Hence Tr (κn) ∈
1

pw+1OFur/OFur , and therefore by Claim 4.5(d) there exists θn ∈ w such that

Tr (θn) = Tr (κn) and pw+1θn = 0.
We claim that the sequence {θn} can be chosen compatible. We start by choosing

any θn such that Tr (θn) = Tr (κn) and pw+1θn = 0 for n ∈ [2f + 1, 2f + e]. Then
there exists a unique way to choose the remaining θn so that (C1) holds, that is,

θn+e = p
e−1∑
k=0

ckθn+k.

Since {κn} satisfies (C1) as well, it follows that Tr (θn) = Tr (κn) for all n, whence
{θn} satisfies (C2). It remains to show that pw+1θn = 0 for all n ≥ 2f + 1. The
latter is true for n ∈ [2f + 1, 2f + e] by construction, and follows from (C1) for
n ≥ 2f + e+ 1.

We proceed with the proof. Since {θn} is compatible, there exists a regular
cocycle C1 whose defining sequence is {θn}. Since pw+1θn = 0 for all n, we have
C1(h, h) ⊆ aw+1 ⊆ av. It remains to prove the following claim:

Claim 7.12. The cocycles C and C1 represent the same class in H2(h, av).

Proof. Let B = C − C1 and let {κ′n} be the defining sequence of B. Then κ′n =
κn − θn, whence Tr (κ′n) = 0. Hence by Claim 4.5(c) there exists {µn}∞n=2f+1 such

that κ′n = µn − σ(µn). Since pvκ′n = 0, we can assume that pvµn = 0. Similarly,
since κ′n satisfies (C1), we can assume that {µn} satisfies (C1).
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Let h : h→ av be the unique Zp-linear function such that

h(απn) =

{
tr (αµn/d) if d | n
0 if d - n for df + 1 ≤ n ≤ df + de and α ∈ On.

Since {µn} satisfies (C1), the above formula for h(απn) holds for all n ≥ df + 1.

We claim that B(u, v) = h([u, v]) for any u, v ∈ h. This would imply that B is a
coboundary and thus finish the proof of the claim and Proposition 7.11.

Let u =
∑
αiπ

i and v =
∑
βiπ

i (where αi, βi ∈ Oi for all i). Then

B(u, v) =
∑
i,j

B(αiπ
i, βjπ

j) =

∞∑
n=2f+1

∑
i+j=dn

tr (κ′n(i)αiσ
i(βj)) =

∞∑
n=2f+1

∑
i+j=dn

tr ((µn−σi(µn))αiσ
i(βj)) =

∞∑
n=2f+1

∑
i+j=dn

tr
(
µn(αiσ

i(βj)− σ−i(α)βj)
)

=
∞∑

n=2f+1

∑
i+j=dn

h([αiπ
i, βjπ

j ]) =
∑
i,j

h([αiπ
i, βjπ

j ]) = h([u, v]). �

We are now ready to prove Theorems 6.2 and 6.1 whose statements are recalled
below. Recall that pw is the largest power of p dividing e.

Theorem 6.2. Let p ≥ 3 with (p, d, |F |) 6= (3, 2, 3), and assume that n ≡ l ≡ 1
mod d and l > 2n. Let c ∈ H2(gn, a)G and let c1 be the image of c in H2(gl, a). Then
ord(c1) ≤ pw+1. Furthermore, if m ≥ l + (w + 1)de, there exists c2 ∈ H2(gl/gm, a)
such that ord(c2) ≤ pw+1 and c2 maps to c1 under the inflation map H2(gl/gm, a)→
H2(gl, a).

Proof. Since c ∈ H2(gn, a)G, by Proposition 7.1 it is represented by some ∆-invariant
cocycle C of gn. Let C1 be the restriction of C to gl × gl. By Claim 7.8(a), C1 is
a regular cocycle of gl. Therefore, by Proposition 7.11, there exists a cocycle C ′1
of gl, such that C1 and C ′1 represent the same cohomology class in H2(gl, a) and
pw+1C ′1 = 0. This implies that c1 = [C1] = [C ′1] has order at most pw+1.

Now let m ≥ l+ (w + 1)de. Define the a-valued 2-cocycle C2 of gl/gm by setting
C2(u+ gm, v+ gm) = C ′1(u, v). Then C2 is well-defined since pw+1C ′1 = 0 and gm ⊆
gl+(w+1)de = pw+1gl. Let c2 = [C2] ∈ H2(gl/gm, a). By construction, ord(c2) ≤
ord(C ′1) ≤ pw+1, and the inflation image of c2 in H2(gl, a) is equal to [C ′1] = c1. �

Theorem 6.1. Let p ≥ 3 with (p, d, |F |) 6= (3, 2, 3), and let n = de + 1. Then the
group H2(gn, a)G has exponent ≤ pw+4.

Proof. Let c ∈ H2(gn, a)G, and let C be a ∆-invariant cocycle of gn representing c.
By Claim 7.8(b), p3C is a regular cocycle, so arguing as in the proof of Theorem 6.2,
we conclude that [p3C] ∈ H2(gn, a) has order at most pw+1. Therefore, [C] has order
at most pw+4. �
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8. Reduction to the small field case

The purpose of this section is to prove part (c) of Theorem 1.1 whose statement is
recalled below. The author is grateful to Gopal Prasad for suggesting several ideas
used in the proof.

Theorem 8.1. Assume that p ≥ 19. Let F be a p-adic field containing a primitive
p2th root of unity and such that the extension F/Qp is Galois. Let D be a central
division algebra over F whose degree is not a power of p, and let G = SL1(D). Then
|H2(G,R/Z)| ≤ pw+1 where pw is the largest power of p dividing the ramification
index of F .

Notation: Throughout this section we set H2(G) = H2(G,R/Z) for any group G.

We start with a simple fact about division algebras over local fields.

Proposition 8.2. Let K ′/K be an extension of local fields, let n = [K ′ : K], and
let d ∈ N be coprime to n. The following hold:

(a) Let D be a central division algebra over K of degree d. Then D ⊗K K ′ is a
central division algebra over K ′ (also of degree d).

(b) Conversely, if D′ is a central division algebra over K ′ of degree d, then
D′ ∼= D ⊗K K ′ for some central division algebra D over K.

Proof. If F is a local field, the Brauer group Br(F ) is canonically isomorphic to
Q/Z. Under this isomorphism, division algebras of degree d over F correspond to
generators of the subgroup 1

dZ/Z of Q/Z. The map EK,K′ : Br(K)→ Br(K ′) given
by D 7→ D ⊗K K ′ corresponds to multiplication by n = [K ′ : K] under the above
identification. Since n is coprime to d, EK,K′ maps 1

dZ/Z onto itself (and sends
generators to generators). This yields both assertions of the proposition. �

Cohomology of SLd over p-adic fields.

We start by recalling the definition of norm-residue symbols. Let F be a p-adic
field, and let µF be the group of roots of unity in F . Let F ab be the maximal abelian
extension of F , and let ρF : F ∗ → Gal(F ab/F ) be the (local) Artin map. 9

Now let n ∈ N be any divisor of |µF |. The norm-residue symbol on F ∗ of order n
is the map (·, ·)n,F : F ∗ × F ∗ → µF given by

(8.1) (a, b)n,F =
ρF (a)( n

√
b)

n
√
b

.

Note that F contains primitive nth root of unity by assumption, so n
√
b ∈ F ab and

the right-hand side of (8.1) is independent of the choice of n
√
b.

We will need the following 3 properties of norm-residue symbols. In all statements
below n is a divisor of |µF |.
(NR1) (a, b)n,F is bi-multiplicative, that is, (ab, c) = (a, c)(b, c) and (a, bc) = (a, b)(a, c)

for all a, b, c ∈ F ∗.
(NR2) For any m dividing n we have (a, b)m,F = (a, b)

n/m
n,F .

9The map ρF itself is frequently called the norm-residue symbol.
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(NR3) If K/F is a finite extension, then (a, b)n,K = (NK/F (a), b)n,F for all a ∈ K∗
and b ∈ F ∗.

(NR1) and (NR2) follow immediately from the definition, and (NR3) follows from a
basic result in local class field theory which asserts that ρK(a)|Fab = ρF (NK/F (a))

(see, e.g., [Iw, Theorem 6.9]).

To simplify our notations below we will denote (·, ·)|µF |,F , the norm-residue symbol
on F ∗ of maximal possible order, simply by (·, ·)F .

We now turn to the discussion of the second cohomology groups. Moore [Mo1]
showed that H2(SLd(F )) is isomorphic to µF . Elements of H2(SLd(F )) can be
explicitly described as follows [Rp, Theorem B]. Let T be the diagonal subgroup of
SLd(F ). Then there is a canonical cocycle cF : SLd(F )× SLd(F )→ µF such that

(i) the cohomology class [cF ] generates H2(SLd(F ))
(ii) the restriction of cF to T × T is given by

(8.2) cF (diag (λ1, . . . , λd), diag (µ1, . . . , µd)) =
∏
i≥j

(λi, µj)F .

Now let µF,wild be the p-primary component of µF and H2(SLd(F ))wild the cor-
responding subgroup of H2(SLd(F )). If n = |µF | and q = |µF,wild|, then clearly

H2(SLd(F ))wild is generated by [cF ]n/q = [c
n/q
F ].

Thus, by property (NR2) above, the restriction of c
n/q
F to T × T is given by

(8.3) c
n/q
F (diag (λ1, . . . , λd),diag (µ1, . . . , µd)) =

∏
i≥j

(λi, µj)q,F .

Remark: By [Rp, Lemma 3], the restriction map H2(SLd(F ))→ H2(T ) is injective

if d ≥ 3 and has kernel of order 2 if d = 2. Thus, (8.3) determines the cohomology

class [c
n/q
F ] uniquely unless p = d = 2.

The following result is established in [PR2, 8.2]:

Lemma 8.3. Let F be a p-adic field, D a central division algebra over F whose
degree is not divisible by p. Let W be a maximal unramified extension of F in D,
and let rW,D : H2(SLd(W )) → H2(SL1(D)) be the natural restriction map. Then
|Im rW,D| = |µF,wild|, and therefore rW,D is injective on H2(SLd(W ))wild. �

Using this lemma and the above description of cohomology of SLn, we can relate
the cohomology groups H2(SL1(D)) and H2(SL1(D′)) when D′ is obtained from D
by a field extension.

Proposition 8.4. Let K ′/K be an extension of p-adic fields and l = [K ′ : K]. Let
D be a central division algebra over F whose degree d is coprime to both l and p,
let D′ = D ⊗K K ′, and let rD′,D : H2(SL1(D′)) → H2(SL1(D)) be the restriction
map. Let ps be the largest power of p dividing l, and assume that |µK,wild| ≥ ps+1.
Then |Ker rD′,D| = ps.

Proof. First, since d is coprime to l, by Proposition 8.2(a) D′ = D⊗KK ′ is a central
division algebra of degree d over K ′. Let W be a maximal unramified extension of K
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contained in D. Then [W : K] = d and W ′ = W ⊗K K ′ is an unramified extension
of K ′ of degree d, so W ′ is a maximal unramified extension of K ′ in D′. Moreover
we have the following commutative diagram:

H2(SLd(W
′))wild

rW ′,D′−−−−→ H2(SL1(D′))yrW ′,W yrD′,D
H2(SLd(W ))wild

rW,D−−−−→ H2(SL1(D))

We claim that it is sufficient to show that

(8.4) |Ker rW ′,W | = ps.

Indeed, assume that (8.4) holds. Both maps rW ′,D′ and rW,D are injective by
Lemma 8.3. Thus, if P ′ = Im rW ′,D′ and P = Im rW,D, then

|P ′ ∩Ker rD′,D| = |Ker rW ′,W | = ps.

On the other hand, P ′ and Ker rD′,D both lie in H2(SL1(D′)) which is cyclic of
p-power order, so either Ker rD′,D ⊆ P ′ or P ′ ⊆ Ker rD′,D. In the former case, we
get |Ker rD′,D| = ps, as desired. If P ′ ⊆ Ker rD′,D, then rW ′,W must be the zero map
which contradicts (8.4) since |H2(SLd(W

′))wild| = |µW ′,wild| ≥ |µK,wild| ≥ ps+1 by
our hypotheses.

We proceed with proving (8.4). Let n′ = |µW ′ |, n = |µW |, q′ = |µW ′,wild| and

q = |µW,wild|. Let c′ = (cW ′)
n′/q′ and c = (cW )n/q where cW ′ and cW are as in (8.2).

Then H2(SLd(W
′))wild is generated by [c′] and H2(SLd(W ))wild is generated by [c].

Given α, β ∈W ∗, by properties (NR1)-(NR3) of the norm-residue symbols we have

((α, β)q′,W ′)
q′/q = (α, β)q,W ′ = (αl, β)q,W = ((α, β)q,W )l

which by (8.3) and the remark after it yields rW ′,W ([c′]q
′/q) = [c]l. The element [c]l

has order q/ps > 1. Therefore, Ker rW ′,W is generated by ([c′]q
′/q)q/p

s
= [c′]q

′/ps .
Since ord([c′]) = q′, we conclude that |Ker rW ′,W | = ps. �

Proof of Theorem 8.1. Let d = deg (D). Write d = d1d2 where d1 is coprime to p
and d2 is a power of p. By our assumption, d1 > 1.

As before, let W be a maximal unramified extension of F in D, and let K be the
unique extension of F of degree d2 inside W . Note that K and F have the same
ramification index. Let D′ be the centralizer of K in D. By [PR2, 4.7], D′ is a
central division algebra of degree d1 over K, and since d1 > 1, by [PR2, 4.8] the
restriction map H2(SL1(D)) → H2(SL1(D′)) is injective. Thus it is sufficient to
show that |H2(SL1(D′))| ≤ pw+1.

Since F/Qp is Galois and K/F is unramified, the extension K/Qp is Galois as
well (this holds since any local field has a unique unramified extension of any given
degree). Therefore, there exists an intermediate field Qp ⊂ L ⊂ K such that L/Qp

is tamely ramified and K/L is wildly ramified (specifically we let L be the fixed
field of a Sylow p-subgroup of Gal(K/Kur)). Thus, |K : L| = pw. Since K contains
primitive pth root of unity, so does L.
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Since K/L is Galois and Gal (K/L) is a p-group, there is a tower of fields L =
L0 ⊂ L1 ⊂ . . . ⊂ Lw = K such that [Li+1 : Li] = p for each i. Furthermore, since
|µK,wild| ≥ p2 by hypotheses of the theorem, we can assume that |µL1,wild| = p2.
By Proposition 8.2(b), there exists a central division algebra D0 of degree d1 over
L such that D0 ⊗L K ∼= D′. Let Di = D0 ⊗L Li for 1 ≤ i ≤ w. We shall prove that
|H2(SL1(Di)| ≤ pi+1 for 1 ≤ i ≤ w by induction on i.

The base case i = 1 follows from Theorem 1.1(b) since w(L1) = 1. Now suppose
that |H2(SL1(Di))| ≤ pi+1 for some i. Since Di+1

∼= Di⊗LiLi+1, [Li+1 : Li] = p and
|µLi,wild| ≥ p2, Proposition 8.4 yields |Ker {H2(SL1(Di+1)) → H2(SL1(Di))}| ≤ p,
whence |H2(SL1(Di+1))| ≤ p · |H2(SL1(Di))| ≤ p · pi+1 = pi+2. �

Appendix A. exp−log correspondence for powerful p-central Zp-Lie
algebras and pro-p groups

by Mikhail Ershov and Thomas Weigel

In this appendix we provide additional details on the exp-log correspondence
between the category Gppc of finitely generated powerful p-central pro-p groups and
the category Lppc of powerful p-central Zp-Lie algebras of finite rank. Our main
goal is to give a proof of Theorem 3.3 for the pair (Lppc,Gppc). The proof given
here is based almost entirely on the results and ideas from [Weig], but the order of
exposition and some of our terminology is quite different.

For the rest of this section we fix a prime p ≥ 5 and let G = Gppc and L = Lppc.

Recall that according to our convention in § 3, the functors exp : L → G and
log : G → L act as identity on the underlying sets, that is, exp(L) = L as sets for
any L ∈ Ob(L) and log (G) = G as sets for any G ∈ Ob(G). Such a definition may
lead to confusion between group and Lie algebra operations defined on the same
sets, most importantly, the group commutator and the Lie bracket both of which
are denoted by [·, ·]. To avoid such problems we will slightly change the definitions
here and assume that as a set exp(L) is the set of formal symbols {exp(x) : x ∈ L},
and similarly for the log functor. Of course, this only changes the functors up to
equivalence.

Notation: For a set S and n ∈ N we will denote by S×n the direct product of n
copies of S. We do not use the standard notation Sn here to avoid confusion with
the subgroup generated by nth powers.

A.1. Evaluating Lie power series in powerful p-central Zp-Lie algebras. Let
X = {x1, . . . , xd} be a finite set. Let Qp〈X〉 (resp. Qp〈〈X〉〉) be the associative Qp-
algebra of polynomials (resp. power series) in non-commuting variables x1, . . . , xd.
Let A(X) (resp. A(X)) be the subalgebras of Qp〈x1, . . . , xd〉 (resp. Qp〈〈x1, . . . , xd〉〉)
consisting of polynomials (resp. power series) with zero constant term. For each

n ∈ N letA(n)(X) be the set of all power series inA(x) which have no terms of degree
< n. By the degree topology on A(X) we will mean the unique translation-invariant

topology such that {A(n)(X)} is a base of neighborhoods of 0.
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Let L(X) be the Qp-Lie subalgebra of A(X) generated by X, and let L(X) be
the Qp-Lie subalgebra of A(X) consisting of power series all of whose homogeneous
components lie in L(X). Thus, A(X) ∩ Qp〈X〉 = A(X), L(X) ∩ Qp〈X〉 = L(X),
and A(X) (resp. L(X)) is dense in A(X) (resp. L(X)) in the degree topology. It is
well known that L(X) is a free Qp-Lie algebra on X.

The following terminology is non-standard, but very convenient for our purposes:

Definition.

• A monic X-commutator of weight 1 is just an element of X.
• For an integer k ≥ 2, we define monic X-commutators of weight k inductively

as formal expressions [c, d] where c and d are monicX-commutators of weight
< k with wt(c) + wt(d) = k.
• An X-commutator of weight k is a formal expression λc where c is a monic
X-commutator of weight k and λ ∈ Qp. We define the p-adic valuation
νp(λc) to be the p-adic valuation of λ, that is, the unique k ∈ Z such that

λ ∈ pkZp \ pk+1Zp.
We will usually think of X-commutators as elements of L(X); however there

are two advantages of defining them as formal expressions. First, we will sometimes
need to distinguish between distinct commutators which represent the same element
of L(X) (e.g. [[x1, x2], x3] and [x3, [x2, x1]]); second we will occasionally need to
consider X-commutators as elements of the algebras of polynomials or power series
over other coefficient rings.

We will now introduce an important class of Zp-Lie subalgebras of L = L(X).
Fix a function γ : N→ Z≥0.

Definition.

(a) A commutator w of weight k will be called γ-integral if νp(w) ≥ γ(k). In
other words, γ-integral commutators of weight k are precisely elements of
the form λ

pγ(k)
c where c is a monic X-commutator of weight k and λ ∈ Zp.

(b) We define Lfullγ = Lfullγ (X) to be the Zp-subspace of L(X) consisting of
all infinite sums of γ-integral commutators which converge in the degree

topology. In other words, w ∈ Lfullγ if and only if w can be written as
∞∑
i=1

wi

where each wi is a γ-integral X-commutator and wt(wi)→∞ as i→∞.

(c) An element of Lfullγ will be called γ-integral if it can be written as
∞∑
i=1

λiwi

where each wi is a γ-integral X-commutator, wt(wi) → ∞ as i → ∞, each
λi ∈ Zp and λi → 0 in Zp. The set of all γ-integral elements (which is a
clearly a Zp-submodule) will be denoted by Lγ = Lγ(X).

In general neither Lfullγ nor Lγ is a subalgebra of L(X). It is easy to see that

Lfullγ is a subalgebra if and only if Lγ is a subalgebra if and only if γ is super-
additive, that is, γ(i + j) ≥ γ(i) + γ(j) for all i, j ∈ N. We will be interested in a

slightly more restrictive condition on γ which guarantees that Lfullγ and Lγ are also
substitution-closed.
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Definition. A subset S of L will be called substitution-closed if for any f, f1, . . . , fd ∈
S (recall that d = |X|) the element f(f1, . . . , fd) also lies in S. Here f(f1, . . . , fd) is
defined to be the image of f under the unique continuous Qp-Lie algebra endomor-
phism of L which sends xi to fi for all i.

The following result can be proved by direct verification.

Lemma A.1. The following are equivalent:

(i) γ(i1+. . .+ik) ≥ γ(i1)+. . .+γ(ik)+γ(k) for any finite sequence i1, . . . , ik ∈ N
(ii) Lfullγ is a substitution-closed subalgebra of L

(iii) Lγ is a substitution-closed subalgebra of L

Now let m ∈ N and define the function γm : N→ Z≥0 by γm(k) = max{0, k−m}.
We define

Lfullm (X) = Lfullγm (X) and Lm(X) = Lγm(X)

It is straightforward to check that γm satisfies condition (i) of Lemma A.1, so

Lfullm (X) and Lm(X) are both substitution-closed subalgebras.
We will refer to elements of Lm(X) as m-integral. In particular, if c is a monic

X-commutator of weight k and λ ∈ Zp, then λc is m-integral if and only if k ≤ m

and λ ∈ Zp or k > m and pk−mλ ∈ Zp.

We also let L∞(X) =
∞⋂
m=1
Lm(X). It is easy to see that L∞(X) = L(X)∩Zp〈〈X〉〉,

that is, L∞(X) consists of all elements w ∈ L(X) such that all coefficients of w
(considered as a power series in X) lie in Zp. We will refer to elements of L∞(X)
as integral.

Topologies on Lγ. Note that Lγ is never complete with respect to the degree
topology. However, Lγ is complete with respect to the p-adic topology where the sets
{pnLγ}∞n=1 form a base of neighborhoods of 0. All continuity statements involving
Lγ will be made with respect to the p-adic topology unless mentioned otherwise.
It is clear that for any m ≤ n, the topology on Ln(X) induced from the p-adic
topology on Lm(X) coincides with the p-adic topology on Ln(X).

We now turn to the central problem of this subsection. Given an element w ∈
L(X) and a Lie algebra L ∈ Ob(L), we want to define a function wL : L×d → L
such that wL(u1, . . . , ud) can be reasonably interpreted as the value of w under the
substitution xi 7→ ui for 1 ≤ i ≤ d.

Case 1: As a warm-up, let us start with the case where w ∈ L∞, that is, w
is integral. In this case we can proceed in an obvious way. Indeed, since L is
powerful, it is clear that for any d-tuple u = (u1, . . . , ud), there exists a unique
continuous homomorphism ϕu : L∞ → L which sends xi to ui for each i. We define
wL(u) = ϕu(w).

Case 2: Next consider the case where w is a 1-integral X-commutator. In this case
we define wL using certain choices in L, but such that the value of wL modulo Ω
does not depend on these choices where Ω = {z ∈ L : pz = 0} (recall that Ω ⊆ Z(L)
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since L is p-central). Here and throughout the appendix, given an element v ∈ pL,
by 1

pv we will denote any element v′ ∈ L satisfying pv′ = v.

We proceed by induction on the weight of w. If wt(w) = 1, then w is integral,
and wL is already defined (no choices needed here). Now fix k ≥ 2 and a 1-integral
X-commutator w of weight k, and assume we already defined vL for any 1-integral
X-commutator v of weight k such that vL is choice-independent modulo Ω.

Since w is 1-integral, by definition w = λ
pk−1 [y, z] where y and z are monic X-

commutators of weights i and j with i + j = k and λ ∈ Zp. Note that 1
pi−1 y

and 1
pj−1 z are 1-integral, so we can define wL(u) = λ · 1

p [ 1
pi−1 y(u), 1

pj−1 z(u)]. Since

L is p-central and powerful and the values 1
pi−1 y(u) and 1

pj−1 z(u) are well-defined

modulo Ω, the element v = [ 1
pi−1 y(u), 1

pj−1 z(u)] lies in pL and does not depend on

any choices. Thus, wL(u) = λ(1
pv) is well defined modulo Ω, as desired.

Case 3: Next assume that w is a 2-integral X-commutator. In this case the scalar
λ in the previous paragraph must lie in pZp, and therefore the function wL we just
defined does not involve any choices in L.

We can now define wL : L×d → L for any w ∈ L2(X) as follows: write w =
∞∑
i=1

λiwi

where wi is a 2-integral X-commutator and λi → 0 in Zp and define

(A.1) wL(u) =
∞∑
i=1

(λiwi)L(u).

The series on the right of (A.1) converges since L has finite rank and λi → 0 in Zp.
The obtained function wL does not involve any choices in L, but it may depend

on the expansion of w as a sum
∞∑
i=1

λiwi. As we will see shortly (see Corollary A.3

below), this issue will not arise if we assume that w ∈ L3(X). The following is the
key result in this subsection:

Theorem A.2. Let X = {x1, . . . , xd} for some d ∈ N. Let L ∈ Ob(L) or L = L3(X)
and u = (u1, . . . , ud) any d-tuple in L. Then there exists a unique continuous Lie
algebra homomorphism f = fu : L3(X) → L such that f(c) = cL(u) for every
3-integral commutator c. In particular, f(xi) = ui for all 1 ≤ i ≤ d.

The uniqueness of f is clear since by definition 3-integral commutators form a
dense subset of L3(X). If L = L3(X), the existence is also immediate – we just start

with the substitution homomorphism f̃ : L(X)→ L(X) given by f̃(v(x1, . . . , xd)) =

v(u1, . . . , ud) (recall that L(X) is a Qp-Lie algebra, so f̃ is clearly well-defined) and

let f be the restriction of f̃ to L3(X). Since L3(X) is substitution closed, we have
f(L3(X)) ⊆ L3(X) .

The proof of the existence part of Theorem A.2 for L ∈ Ob(L) is fairly long and
will be postponed till the last subsection of this Appendix.

Corollary A.3. Let w ∈ L3(X) and write w =
∞∑
i=1

λiwi where each wi is a 3-

integral commutator and λi → 0 as i → ∞. Then for any L ∈ Ob(L), the function
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wL defined by (A.1) (relative to the chosen expansion) depends only on w and not
on the expansion

∑
λiwi.

Proof. Let u = (u1, . . . , ud) be any d-tuple in L, and let f = fu : L3 → L be the

homomorphism from Theorem A.2. Then wL(u) =
∞∑
i=1

(λiwi)L(u) =
∞∑
i=1

f(λiwi) =

f(
∞∑
i=1

λiwi) = f(w), so wL is determined entirely by w. �

Note that a continuous homomorphism f : L3(X) → L need not be uniquely
determined by its values on X since the Zp-Lie subalgebra generated by X is not
dense in L3(X). Nevertheless we will prove the following:

Proposition A.4. Let L ∈ Ob(L) or L = L3(X), let u = (u1, . . . , ud) be a d-tuple
in L, and let f : L3(X) → L be a continuous Lie algebra homomorphism such that
f(xi) = ui for all i. Then f(w) = wL(u) for any w ∈ L4(X). In particular, the
restriction of f to L4(X) is completely determined by u.

Proof. Let C be the set of elements of the form 1
pmax{k−4,0} c where c is a monic

left-normed X-commutator of length k. Since every monic X-commutator is a Z-
linear combination of monic left-normed commutators of the same weight, the Zp-
submodule generated by C is dense in L4(X). Thus, it suffices to prove that f(z) =
fu(z) for every z ∈ C (where fu is the homomorphism from Theorem A.2).

We argue by induction on k = wt(c). If k ≤ 4, the result follows directly from
the assumption that f is a Lie algebra homomorphism.

Let us assume that k ≥ 5 and take any z ∈ C with wt(z) = k. Then z =
1

pk−4 [y1, . . . , yk] where each yi = xni for some ni ∈ {1, . . . , d}.
Let w = 1

pk−4 [y1, . . . , yk−1], so that z = [w, yk]. Clearly, w ∈ L3, so

f(z) = [f(w), f(yk)] = [1
pf(pw), f(yk)] = [1

pf(pw), fu(yk)]

Note that pw ∈ C and wt(pw) = k − 1, so by the induction hypothesis f(pw) =
fu(pw). Hence f(z) = [1

pfu(pw), fu(yk)] = [fu(w), fu(yk)] = fu([w, yk]) = fu(z).

�

Corollary A.5. Let X = {x1, . . . , xd} for some d. Assume that L ∈ Ob(L) or
L = L3(X), let M ∈ Ob(L), ϕ : L → M be a continuous Zp-Lie algebra homo-
morphism and w ∈ L4(X). Then ϕ commutes with w, that is, ϕ(wL(u1, . . . , ud)) =
wM (ϕ(u1), . . . , ϕ(ud)) for any d-tuple u = (u1, . . . , ud) in L.

Proof. Choose any continuous Lie algebra homomorphism f : L3(X)→ L such that
f(xi) = ui for 1 ≤ i ≤ d (such f exists by Theorem A.2). Applying Proposition A.4
to the maps f : L3(X)→ L and ϕ◦f : L3(X)→M , we get that ϕ(wL(u1, . . . , ud)) =
ϕ(f(w)) = wM (ϕ ◦ f(x1), . . . , ϕ ◦ f(xd)) = wM (ϕ(u1), . . . , ϕ(ud)), as desired. �

A.2. The exp functor. Let X = {x1, x2}. Recall from Theorem 3.2 that the
Baker-Campbell-Hausdorff (BCH) series Φ ∈ L(X) can be written as Φ =

∑
c
λcc

where c ranges over all left-normed monic X-commutators and for any such c we
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have pδ(wt(c))λc ∈ Zp where δ(k) = bk−1
p−1c for k ∈ N. Note that δ(k) ≤ γp−1(k) =

max{0, k − (p − 1)} and lim
k→∞

γ(k) − δ(k) = ∞. Hence by definition Φ ∈ Lp−1(X)

and in particular Φ ∈ L4(X) for p ≥ 5.
Let us now take any L ∈ Ob(L). By Corollary A.3, Φ defines a function from L×2

to L which does not involve any choices in L and does not depend on representation
of Φ as a convergent sum of 3-integral commutators. For simplicity of notation this
function will also be denoted by Φ rather than ΦL.

We already defined the group exp(L) in § 3. Recall (with our new convention)
that exp(L) = {exp(u) : u ∈ L}, and the group operation on exp(L) is defined by

exp(u) · exp(v) = exp Φ(u, v).

Define the topology on exp(L) simply by transferring the topology from L via the
map u 7→ exp(u). It is straightforward to check that exp(L) is a topological group.

Also recall that for any morphism ϕ : L→M in L, the corresponding morphism
exp(ϕ) : exp(L)→ exp(M) is given by (exp(ϕ))(exp(u)) = exp(ϕ(u)).

We need to prove the following:

Proposition A.6.

(1) The operation · satisfies the group axioms.
(2) If L,M ∈ Ob(L) and ϕ : L → M is a homomorphism of Zp-Lie algebras,

then exp(ϕ) : exp(L)→ exp(M) is a group homomorphism.
(3) For any L ∈ Ob(L) the group exp(L) is an object of G, that is, exp(L) is a

finitely generated powerful p-central pro-p group.

Proof. We start by observing that exp(0) is clearly the identity element with respect
to · and exp(u + v) = exp(u) exp(v) whenever u and v commute; in particular,
exp(nu) = exp(u)n for all n ∈ Z. Also since the BCH series Φ is 4-integral, (2)
follows directly from Corollary A.5 (applied with w = Φ).

(1) Let us now prove that · is associative. First recall that for any a, b ∈ L(X)
we have

Exp(a) · Exp(b) = Exp(Φ(a, b))

where Exp(a) = 1 + a + a2

2 + . . . and the product on the left-hand side is taken in
A(X). Since multiplication in A(X) is associative, for any a, b, c ∈ L(X) we have
the equality Φ(a,Φ(b, c)) = Φ(Φ(a, b), c).

Now take any u1, u2, u3 ∈ L and set X = {x1, x2, x3}. By Theorem A.2 there
exists a continuous Lie algebra homomorphism f : L3(X)→ L such that f(xi) = ui
for 1 ≤ i ≤ 3. By Corollary A.5 applied to w = Φ and ϕ = f we have f(Φ(a, b)) =
Φ(f(a), f(b)) for all a, b ∈ L3(X).

Hence

(u1 · u2) · u3 = Φ(Φ(u1, u2), u3) = Φ(Φ(f(x1), f(x2)), f(x3))

= Φ(f(Φ(x1, x2)), f(x3)) = f(Φ(Φ(x1, x2), x3)).

Similarly u1·(u2·u3) = f(Φ(x1,Φ(x2, x3))). Since Φ(Φ(x1, x2), x3) = Φ(x1,Φ(x2, x3)),
we proved that (u1 · u2) · u3 = u1 · (u2 · u3), as desired.
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(3) Finally, let us prove that exp(L) is an object of G. First, the sets {pnL}∞n=1

form a base of neighborhoods of 0 for the topology on L. It is straightforward to
check that each exp(pnL) is a normal subgroup of p-power index in G = exp(L).
Thus, G (considered with the same topology as L) is a topological group which has
a base of neighborhoods consisting of normal subgroups of p-power index, so by
definition G is a pro-p group.

Next observe that for any u, v ∈ L we have [exp(u), exp(v)] = exp Ψ(u, v) where
Ψ ∈ L({x1, x2}) is the series defined by

Ψ = Φ(−x1,Φ(−x2,Φ(x1, x2))).

Since Φ is (p− 1)-integral and Lp−1 is substitution-closed, Ψ is also (p− 1)-integral.
Also, by a simple direct computation Ψ has no linear terms (the leading term of Ψ

is [x1, x2]). Hence Ψ(u, v) is equal to a convergent sum
∞∑
i=1

hi where each hi = [ai, bi]

for some ai, bi ∈ L. Since L is powerful, [ai, bi] = pci for some ci ∈ L; moreover, we
can assume that the sequence {ci} is also convergent. Thus, if we let c =

∑∞
i=1 ci,

then Ψ(u, v) = pc whence [exp(u), exp(v)] = exp pc = (exp c)p ∈ Gp. Thus, we
proved that G is powerful.

Next we prove that G is a finitely generated. It is well known that for a pro-p
groupG the minimal number of generators is equal to dimFp G/[G,G]Gp. We already
proved that [G,G]Gp = Gp and Gp = exp(pL). Moreover, it is easy to see that exp
maps additive cosets of pL to multiplicative cosets of Gp. Thus, |G/[G,G]Gp| =
|L/pL|, and |L/pL| is finite since L is finitely generated as Zp-module (in fact,
since L is powerful, its minimal number of generators is equal to dimFp L/pL, so we
actually proved that G and L have the same minimal number of generators).

It remains to prove that G is p-central. Suppose that exp(u) ∈ G is an element
of order p. Since exp(u)p = exp(pu), it follows that pu = 0. Since L is p-central,
u ∈ Z(L). It is clear from definitions that Φ(u, v) = u+ v = Φ(v, u) for any v ∈ L,
so exp(u) ∈ Z(G). Thus, we proved that G is p-central. �

A.3. The log functor. The functor log : G → L will be defined quite similarly
to exp, although both its definition and justification of its basic properties involve
extra technicalities.

First we claim that for any integer 1 ≤ m ≤ p− 1, the set Gm(X) = Exp(Lm(X))
is a group (with respect to the usual multiplication on A(X)). Indeed, for any y, z ∈
Lm(X) we have Exp(y) · Exp(z) = Exp(Φ(y, z)) (by Theorem 3.2) and Φ(y, z) ∈
Lm(X) since Φ is (p−1)-integral (and hence m-integral) and Lm(X) is substitution-
closed.

We define the topology on Gm(X) by transferring the topology from Lm(X) via
the map u 7→ Exp(u). It is easy to check that the subgroups {Gm(X)p

n}n∈N form a
base of neighborhoods of 1 for this topology.

It is also easy to show that the group G1(X) is powerful – this can be verified
directly or deduced from the fact that the Lie algebra L1(X) is powerful (the latter
is immediate from the definition). Similarly to the Lie algebra case, the group G3(X)
will play the role of a free-like object for the category G.
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Recall that in the Lie algebra case we showed that every element w ∈ L3(X)
naturally defines a function wL : L×d → L (where d = |X|) for every L ∈ Ob(L).
In the group case we will take a slightly different approach. Instead of turning
elements of G3(X) into functions, we introduce certain formal expressions {Hc} and
{Rc} (see the definitions below) which can be interpreted as functions G×d → G for
all G ∈ Ob(G) as well as for G = Gm(X) for certain m. This approach will lead to
a more ad hoc, but also more intuitive, definition of the log functor.

Consider a new set of formal variables {tk}∞k=1. For each monic X-commutator c
we define the expression Hc as follows:

• If wt(c) = 1, so c = xi for some i, we let Hc = ti.
• If wt(c) = k > 1, so c = [d, e] for some monic X-commutators d and e with

wt(d) + wt(e) = k, we define Hc inductively as Hc = p
√

[Hd, He].

For instance, if c = [x1, [x2, x3]], then Hc = p

√
t1,

p
√

[t2, t3]. One should think of Hc

as a multiplicative analogue of the 1-integral commutator 1
pwt(c)−1 c.

Now assume that c is a monic left-normed X-commutator. Define the expression
{Rc} as follows:

• If wt(c) ≤ 4, so c = [xi1 , . . . , xik ] for some 1 ≤ k ≤ 4, let Rc = [ti1 , . . . , tik ].
• If wt(c) = k ≥ 5 and c = [d, xj ] (where d is a monic left-normed X-

commutator of weight k − 1), we let Rc = [ p
√
Rd, tj ].

For instance, if c = [x1, x2, x3, x4, x5], then Rc = [ p
√

[t1, t2, t3, t4], t5]. One should

think of Rc as a multiplicative analogue of the 4-integral commutator 1
pmax{wt(c)−4,0} c.

The expressions {Rc} will be called root-commutators (this name is equally ap-
plicable to the elements {Hc}, and our choice is dictated by the fact that we will
work with Rc more frequently).

Similarly to the Lie algebra case, the expressions Hc and Rc naturally define
functions G×d → G for certain groups G. We claim the following:

(i) If G ∈ Ob(G), each Hc defines a function whose values are well-defined
modulo Ω = {g ∈ G : gp = 1} (recall that Ω ⊆ Z(G) since G is p-central),
and each Rc defines a function not involving any choices.

(ii) If G = G1(X), then G is powerful and torsion-free, so each Hc and Rc
becomes a well-defined function on G. Moreover for each 1 ≤ m ≤ p − 1,
the subgroup Gm(X) of G is invariant under these functions.

To justify (i) we need the following results which will be discussed below in § A.5:

(a) (see Lemma A.12(b)(i)) Let G be a finitely generated powerful pro-p group.
Then every element of Gp is equal to gp for some g ∈ G.

(b) (see Lemma A.16) Let G ∈ Ob(G). If xp = yp for some x, y ∈ G, then
(x−1y)p = 1.

Property (ii) can be established by a straightforward computation. We will need
a slightly stronger version of (ii) in the special case m = 3:

Lemma A.7. Let c be a monic X-commutator of weight ≥ 2 and g1, . . . , gm ∈
G3(X). Then Rc(g1, . . . , gm) ∈ G4(X).
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Remark: Note that pmin{3,wt(c)−1} · 1
pwt(c)−1 c = 1

pmax{wt(c)−4,0} c, so one should expect

the elements Rc(Exp(x1), . . . ,Exp(xd)) and Hpmin{3,wt(c)−1}
c (Exp(x1), . . . ,Exp(xd)) of

G3(X) to be related. If wt(c) ≥ 3, these elements are distinct but have the same
leading term.

Proof. We argue by induction on k = wt(c). As before, define the series Ψ ∈
L({x1, x2}) by Ψ = Φ(−x1,Φ(−x2,Φ(x1, x2))). In the base case k = 2, Lemma A.7
is equivalent to the assertion

(A.2) Ψ(u, v) ∈ L4(X) for all u, v ∈ L3(X).

which can be verified by direct computation.
Let us proceed with the induction step. Suppose that k = wt(c) > 2, and write

c = [d, xj ] where wt(d) = k−1. Below we will give an argument for k ≥ 5 (the cases
k = 3, 4 are similar and easier). By definition of Rc we have

(A.3) Rc(g1, . . . , gm) = [ p
√
Rd(g1, . . . , gm), gj ]

By assumption gj = Exp(vj) for some vj ∈ L3(X), and by the induction hypothesis
Rd(g1, . . . , gm) = Exp(u) for some u ∈ L4(X). Also it is clear that u has no terms
of degree ≤ wt(d) = k − 1. Since k − 1 ≥ 4 and u ∈ L4(X), we have 1

pu ∈ L3(X)

and therefore Ψ(1
pu, vj) ∈ L4(X) by (A.2).

On the other hand, from (A.3) we get Rc(g1, . . . , gm) = Exp(Ψ(1
pu, vj)), and thus

Rc(g1, . . . , gm) ∈ G4(X), as desired. �

Our next result (Proposition A.8) asserts that the addition and the Lie bracket
on L3(X) can be expressed as convergent products of integer powers of the root-
commutators {Rc} in G3(X). This result, which should be thought of as a formal
inversion of the Baker-Campbell-Hausdoff formula, is well known, but we are not
aware of a reference where it is stated exactly in this form.

Let X = {x1, x2}. For each n ∈ N let Cn be the set of all left-normed monic
X-commutators of weight n.

Proposition A.8. There exist formal expressions {an}∞n=2 and {bn}∞n=3 in the vari-
ables {t1, t2} and an integer sequence {δn} with δn → ∞ satisfying the following
conditions:

(a) Each an =
∏
c∈Cn

Rλcp
δn

c for some λc ∈ Zp.

(b) Exp(x1 + x2) = Exp(x1)Exp(x2)SA(x1, x2) where

SA(x1, x2) =

∞∏
n=2

an(Exp(x1),Exp(x2))

(c) Each bn =
∏
c∈Cn

Rµcp
δn

c for some µc ∈ Zp.

(d) Exp([x1, x2]) = [Exp(x1),Exp(x2)]SB(x1, x2) where

SB(x1, x2) =

∞∏
n=3

bn(Exp(x1),Exp(x2))



SECOND COHOMOLOGY OF THE NORM ONE GROUP 55

Remark: Recall that for each n ∈ N and c ∈ Cn, the root-commutator Rc defines
a function G×2 → G for any G ∈ Ob(G) and also for G = G1(X). Hence each an
and bn also naturally defines a function on any of these groups. Also note that since
δn →∞, the products in (b) and (d) converge in the p-adic topology on G1(X).

Proof. We will prove parts (a) and (b) of Proposition A.8 dealing with the addition
operation. The proof of (c) and (d) which deal with the Lie bracket is analogous.
It will be convenient to prove a slightly stronger and more precise version of Propo-
sition A.8 (which in particular will include a precise formula for δn). To state it we
need some additional notations.

Define the function γ : N→ Z≥0 by γ(k) = bk−1
p−1c. It is straightforward to check

that γ satisfies condition (i) in Lemma A.1, so Lγ is substitution-closed. Also note
that Φ ∈ Lγ by Theorem 3.2 and therefore Gγ = ExpLγ is a group. For each n ∈ N
define

δn = γ4(n)− γ(n) = max{0, n− 4} − bn−1
p−1 c.

Clearly, δn ≥ 0 and δn →∞ as n→∞.
We will now prove that there exists a sequence {an}∞n=1 with a1 = t1t2 such that

(i) each an satisfies (a) in Proposition A.8 and an(Exp(x1),Exp(x2)) lies in
Gγ(X)

(ii) for each n the series Exp(x1 +x2) and
n∏
k=1

ak(Exp(x1),Exp(x2)) coincide up

to (and including) degree n (and hence (b) in Proposition A.8 holds as well)

We will prove (i) and (ii) by simultaneous induction on n. In the base case n = 1
(i) and (ii) obviously hold by definition of a1.

Now fix n ≥ 2 and assume that (i) and (ii) hold for all m < n. Then the element

g =

(
n−1∏
k=1

ak(Exp(x1),Exp(x2))

)−1

· Exp(x1 + x2) has no terms of positive degree

< n and lies in Gγ(X). Thus, the degree n term of g has the form
∑
c∈Cn

λc
pγ(n)

c for

some λc ∈ Zp.
Now define an =

∏
c∈Cn

Rλcp
δn

c . Then (a) in Proposition A.8 holds (we will verify

the second part of condition (i) later). Let rc = Rc(Exp(x1),Exp(x2)), so

rc = 1 +
1

pγ4(n)
c+ higher order terms.

Hence the series

(
n−1∏
k=1

ak(Exp(x1),Exp(x2))

)−1

·Exp(x1+x2) and an(Exp(x1),Exp(x2))

both have no terms of positive degree < n and the same term of degree n (since

δn−γ4(n) = −γ(n)) and hence Exp(x1 +x2) and
n∏
k=1

ak(Exp(x1),Exp(x2)) coincide

up to (and including) degree n, so (ii) holds for n.
It remains to show that an(Exp(x1),Exp(x2)) lies in Gγ(X). Note that rc =

Rc(Exp(x1),Exp(x2)) ∈ G4(X) by Lemma A.7, so rc = Exp(vc) for some vc ∈
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L4(X). Then rλcp
δn

c = Exp(λcp
δnvc). For each m ∈ N the degree m coefficients of

vc lie in 1
pγ4(m)Zp and hence the degree m coefficients of λcp

δnvc lie in pδn−γ4(m)Zp.
Recall that vc has no terms of positive degree < n. Also it is clear from the

definitions of γ4 and γ that for n ≥ m we have γ4(n) − γ4(m) ≥ γ(n) − γ(m) and
hence δn−γ4(m) = γ4(n)−γ(n)−γ4(m) ≥ −γ(m). It follows that λcp

δnvc ∈ Lγ(X)

whence rλcδnc ∈ Gγ(X) for each c ∈ Cn and hence an(Exp(x1),Exp(x2)) ∈ Gγ(X) as
well. �

We can now use Proposition A.8 to define the log functor. Let G ∈ Ob(G), that
is, G is a finitely generated powerful p-central pro-p group. We define L = log (G)
to be the set of formal symbols {log (g) : g ∈ G}. Given any g, h ∈ G, we set

SA(g, h) =
∞∏
n=2

an(g, h) and SB(g, h) =
∞∏
n=3

bn(g, h) where an and bn come from

Proposition A.8, and define

(A.4) log (g) + log (h) = log (ghSA(g, h)) and [log (g), log (h)] = log ([g, h]SB(g, h))

Also, similarly to exp, for any morphism ϕ : G → H in G, the corresponding
morphism log (ϕ) : log (G)→ log (H) is defined by (log (ϕ))(log (g)) = log (ϕ(g)).

Remark: The expressions SA and SB in Proposition A.8 are not uniquely de-
termined as an and bn are not uniquely determined; however, our definition of log
does not depend on these choices. The latter is not clear at this point and will be
established in the next subsection once we prove that the compositions exp ◦log and
log ◦ exp are equivalent to the identity functor.

The following theorem is a (weaker) group-theoretic counterpart of Theorem A.2.
Its proof is analogous (albeit slightly more technical) and will also be given in the
last subsection.

Theorem A.9. Let X = {x1, . . . , xd} and G ∈ Ob(G) or G = G3(X) . For any
finite subset {g1, . . . , gd} of G there exists a continuous group homomorphism f :
G3(X)→ G such that f(Exp(xi)) = gi for all i.

We proceed with the rest of the proof of the Lie algebra axioms for L = log (G)
(where G ∈ Ob(G) is arbitrary). Let {g1, . . . , gd} be any finite generating set for
G, let X = {x1, . . . , xd}, and let f : G3(X) → G be the homomorphism from
Theorem A.9. We claim that f preserves all root-commutators:

Proposition A.10. Let c be a left-normed monic X-commutator. Then for any
u1, . . . , ud ∈ G3(X) we have

(A.5) f(Rc(u1, . . . , ud)) = Rc(f(u1), . . . , f(ud))

Proof. This is proved by induction on wt(c) similarly to Proposition A.4. The full
power of Lemma A.7 (which we have not used so far) is needed to complete the
induction step. �

Since the functions SA and SB are convergent products of root-commutators, we
conclude from Proposition A.10 that

f(SA(g, h)) = SA(f(g), f(h)) and f(SB(g, h)) = SB(f(g), f(h)) for all g, h ∈ G3(X).
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As in the construction of the exp functor (see the last paragraph in the proof of
Proposition A.6(1)), we deduce that L is a Lie ring. Moreover, we can turn L into
a Zp-Lie algebra by setting λ log (g) = log (gλ) for λ ∈ Zp (the expression gλ is well
defined since G is a pro-p group).

To finish proving that log : L→ G is a functor, we need to check the following:

(i) Let G1, G2 ∈ Ob(G) and a let ϕ : G1 → G2 be a group homomorphism.
Then log (ϕ) : log (G1)→ log (G2) is a Zp-Lie algebra homomorphism.

(ii) For any G ∈ Ob(L), the Lie algebra L = log (G) is finitely generated, pow-
erful and p-central.

These are direct analogues of Proposition A.6(2)(3) and are proved by nearly iden-
tical arguments.

A.4. Why exp and log are mutually inverse. We have now constructed both
functors exp : L → G and log : G → L, and parts (a)-(f) of Proposition 3.4
(which are stated for log ) and their analogues for exp clearly hold by construction.
Proposition 3.4 also asserts that exp and log are mutually inverse, but of course
this is based on the convention that exp(L) = L and log (G) = G as sets for any
L ∈ Ob(L) and G ∈ Ob(G). With the different convention adopted in this appendix,
the latter statement translates as follows:

Proposition A.11.

(1) For any G ∈ Ob(G) the map G→ exp(log (G)) given by g 7→ exp(log (g)) is
a group homomorphism.

(2) For any L ∈ Ob(L) the map L → log (exp(L)) given by u 7→ log (exp(u)) is
a Lie algebra homomorphism.

Below we will prove (1). The proof of (2) is similar.

Proof of Proposition A.11(1). Take any G ∈ Ob(G), let L = log (G) and G′ =
exp(log (G)). By Theorem A.9 there exists a finite set X and a continuous surjective
homomorphism f : G3(X)→ G. Define f∗ : L3(X)→ L by

f∗(u) = log f(Exp(u)) for u ∈ L3(X) or, equivalently,

f∗(Log(y)) = log (f(y)) for y ∈ G3(X) .

The two expressions for f∗ are indeed equivalent since Exp and Log are mutually
inverse.

Clearly f∗ is continuous. We claim that f∗ is a Lie algebra homomorphism.
Indeed, take any u, v ∈ L3(X), and let g = f(Exp(u)) and h = f(Exp(v)) (both g
and h lie in G). By Proposition A.8(b),

f∗(u+ v) = log f(Exp(u+ v)) = log f(Exp(u) · Exp(v) · SA(Exp(u),Exp(v)))

= log (f(Exp(u)) · f(Exp(v)) · f(SA(Exp(u),Exp(v))) .

By Proposition A.10, f preserves all root commutators and hence commutes with
SA, so the last expression is equal to

log (f(Exp(u)) · f(Exp(v)) · SA(f(Exp(u)), f(Exp(v)))) = log (g · h · SA(g, h)).
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By the definition of addition in L = log (G) (see (A.4)), the obtained expression is
equal to log (g) + log (h) = f∗(u) + f∗(v), as desired. Similarly one checks that f∗
preserves the Lie bracket.

Now define f ′ : G3(X)→ G′ by

(A.6) f ′(y) = exp f∗(Log(y)) = exp log f(y).

We will prove that f ′ is a group homomorphism (which is obviously continuous)
arguing similarly to the previous paragraph. Take any y1, y2 ∈ G3(X), and let ui =
Log(yi) ∈ L3(X) for i = 1, 2. Note that y1y2 = Exp(u1)Exp(u2) = Exp Φ(u1, u2),
so Log(y1y2) = Φ(u1, u2).

Since f∗ : L3(X)→ L is a continuous Lie algebra homomorphism, it preserves all
the 4-integral commutators by Corollary A.5. In particular, it commutes with Φ, so
f∗(Φ(u1, u2)) = Φ(f∗(u1), f∗(u2)). Putting everything together we get

f ′(y1)f ′(y2) = exp f∗(Log(y1)) exp f∗(Log(y2)) = exp f∗(u1) exp f∗(u2)

= exp Φ(f∗(u1), f∗(u2)) = exp f∗(Φ(u1, u2)) = exp f∗(Log(y1y2)) = f ′(y1y2).

Denote the map g 7→ exp(log (g)) from G to G′ by ι. Then f ′ = ι ◦ f . We just
proved that f ′ is a homomorphism. Since f is a surjective homomorphism, it follows
that ι is a homomorphism, as desired. �

A.5. (λ, p)-groups and p-complete Lie algebras. In this subsection we introduce
the notions of (λ, p)-groups (called λ-groups in [Weig]) and their Lie-theoretic coun-
terparts called p-complete Lie algebras and state some results about them. These
results will be used to prove Theorem A.2 and A.9.

Definition. Let p be a fixed prime and let G be a group.

(a) The lower p-series {λn(G)}n≥1 of G is defined by λ1(G) = G and λn(G) =
λn−1(G)p[λn−1(G), G] for n ≥ 2 (note that the quotients λn−1(G)/λn(G) are
Fp-vector spaces).

(b) The (λ, p)-topology on G is the unique translation-invariant topology on G
in which {λn(G)} is a base of neighborhoods of identity (since λn(G) are
normal, this turns G into a topological group). The completion of G with
respect to its (λ, p)-topology will be called the (λ, p)-completion.

(c) G is called a (λ, p)-group if G is a complete Hausdorff group with respect to
its (λ, p)-topology.

Definition. Let L be a topological Zp-Lie algebra. We will say that L is p-complete
if its additive group (L,+) is a (λ, p)-group.

It is easy to see that any (λ, p)-group G is a Zp-powered group (that is, for
any µ ∈ Zp there exists a group homomorphism g 7→ gµ from G to G such that
gµ · gν = gµ+ν , (gµ)ν = gµν and gµ = lim gµn for any integer sequence {µn} such
that µn → µ in Zp).

It is not hard to show that finitely generated (λ, p)-groups are exactly finitely
generated pro-p groups, but in the infinitely generated case neither of the two classes
contains the other. For instance, the group G1(X) considered in this appendix and
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the additive group of L1(X) are (λ, p)-groups but not pro-p groups while Z∞p with
product topology is a pro-p group but not a (λ, p)-group.

In § 3 we defined the property of being powerful only for pro-p groups. The
definition actually makes sense for an arbitrary topological (possibly discrete) group,
but we should keep in mind that the definition depends on p.

Lemma A.12 (see Proposition VI.1.3 in [Weig]). Let G be a powerful (λ, p)-group
(with respect to a prime p). The following hold for all n ∈ N:

(a) λn(G) = Gp
n−1

.
(b) (i) Every element of Gp

n
is equal to gp

n
for some g ∈ G.

(ii) Moreover, for any g1, . . . , gk ∈ G there exists g ∈ G such that
k∏
i=1

gp
n

i =

gp
n

and g ≡
k∏
i=1

gi mod λ2(〈g1, . . . , gk〉).

Parts (a) and (b)(i) are well known for finitely generated pro-p groups (for exam-
ple, see Theorem 1.3 and Proposition 1.7 in [LM1]) and can be proved quite similarly
for arbitrary (λ, p)-groups. Part (b)(ii) follows easily from the proof of (b)(i) given
in [LM1].

As an immediate consequence of Lemma A.12(b)(i) and its analogue for p-complete
Lie algebras (which it trivially true), we obtain the following corollary.

Corollary A.13. Any homomorphism ϕ between powerful (λ, p)-groups or p-complete
Lie algebras is continuous. If ϕ is surjective, it is also an open map.

We will also need several results dealing with p-central groups and Lie algebras.

Lemma A.14. Let A be a group (resp. Lie ring). Then A admits the unique largest
p-central quotient, that is, there exists a normal subgroup (resp. ideal) N of A such
that A/N is p-central and any homomorphism from A to a p-central group (resp.
Lie ring) factors through A/N .

Proof. This follows directly from the obvious fact that the class of p-central groups
(resp. Lie rings) is closed under subgroups (resp. subrings) and direct products. �

Before stating the next result, we need to define the notion of Ω-subgroups/ideals.

Definition. Again let p be a fixed prime.

(a) Let L be a topological Lie ring. For each k ∈ N define Ωk(L) = {z ∈ L :
pkz = 0} (obviously Ωk(L) is an ideal of L).

(b) Let G be a topological group. For each k ∈ N define Ωk(G) to be the closed

subgroup generated by {g ∈ G : gp
k

= 1}.

Note that by definition a topological group G (resp. a topological Lie algebra
L) is p-central if and only if Ω1(G) ⊆ Z(G) (resp. Ω1(L) ⊆ Z(L)). The next
result provides some information about the sets Ωk in p-central (λ, p)-groups and
Lie algebras.

Lemma A.15.
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(a) Let L be a p-central topological Lie algebra. Then [Ωk(L), L] ⊆ Ωk−1(L) for
all k ≥ 2.

(b) Let G be a powerful p-central (λ, p)-group. Then [Ω2(G), G] ⊆ Ω1(G)Gp
2
.

Proof. (a) Take any x ∈ Ωk(L). Then pk−1x ∈ Ω1(L). Since L is p-central, for any
y ∈ L we have pk−1[x, y] = [pk−1x, y] = 0 and hence [x, y] ∈ Ωk−1(L).

(b) Using the commutator identity [h1h2, g] = [h1, g]h2 [h2, g], we are reduced to

showing that [h, g] ∈ Ω1(G)Gp
2

whenever hp
2

= 1.

So let us assume that hp
2

= 1 and take any g ∈ G. Since G is p-central, we
have [hp, g] = 1. On the other hand, by (5.1) (which is a direct consequence of the
Hall-Petrescu formula) we have [hp, g] ≡ [h, g]p mod λ4G (since p ≥ 3). Since G

is powerful, parts (a) and (b)(i) of Lemma A.12 imply that [h, g]p = zp
3

for some

z ∈ G. On the other hand, by Lemma A.12(b)(ii) we have 1 = [h, g]p(z−p
2
)p =

([h, g]z−p
2
r)p for some r ∈ λ2(λ2(G)) = λ3(G) = Gp

2
. Thus, [h, g]z−p

2
r ∈ Ω1(G)

and so [h, g] ∈ Ω1(G)Gp
2
, as desired. �

Lemma A.16. Let G be a powerful p-central (λ, p)-group, let x, y ∈ G, and suppose
that xp = yp. Then x−1y ∈ Ω1(G), that is, (x−1y)p = 1.

Proof. Since Ω1(G) is closed with respect to the (λ, p)-topology on G, it suffices to
prove that x−1y ∈ λk(G)Ω1(G) for each k ∈ N. We will argue by induction on k,
with the base case k = 1 being obvious.

Suppose now that x−1y ∈ λk(G)Ω1(G) for some k. Thus, y = xwz where w ∈
λk(G) and z ∈ Ω1(G). Since zp = 1 and z is central in G, we have yp = (xw)p, and
by the Hall-Petrescu formula (xw)p ≡ xpwp mod λk+2(G) (since w ∈ λkG).

Since xp = yp by assumption and G is powerful, Lemma A.12(b)(i) implies that

wp = hp
k+1

for some h in G. By Lemma A.12(b)(ii), (wh−p
k
r)p = 1 for some

r ∈ λ2(〈w, hpk〉) ⊆ λk+1(G). Thus, w ∈ r−1hp
k
Ω1(G) ⊆ λk+1(G)Ω1(G), which

completes the induction step. �

A.6. Constructing homomorphisms from L3(X) and G3(X). In our last sub-
section we will prove Theorem A.2 and its group-theoretic counterpart Theorem A.9.
The proofs of these results will be quite similar to each other, but the group case
will involve some additional technicalities. Thus we will give a complete proof of
Theorem A.2 and then explain which steps require non-trivial modifications in the
group case.

We start by recalling the statement of Theorem A.2.

Theorem A.2. Let X = {x1, . . . , xd} for some d ∈ N. Let L ∈ Ob(L) or L = L3(X)
and u = (u1, . . . , ud) any d-tuple in L. Then there exists a unique continuous Lie
algebra homomorphism f = fu : L3(X) → L such that f(c) = cL(u) for every
3-integral commutator c. In particular, f(xi) = ui for all 1 ≤ i ≤ d.

Proof. Recall that we only need to prove the existence of f in the case L ∈ Ob(L)
(the other parts of the statement are easy and have already been established). The
proof will be divided into several steps.
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Step 0: a brief outline. For a monic X-commutator c we set c = 1
pwt(c)−1 c, and let

S ⊆ L1(X) be the set of all elements of the form c. Thus,

S = X ∪ {1
p [xi, xj ]} ∪ { 1

p2
[[xi, xj ], xk],

1
p2

[xi, [xj , xk]]} ∪ . . .

Since each c is 1-integral, it yields the corresponding function cL : L×d → L which
is well defined up to Ω1(L) = {z ∈ L : pz = 0}. From now on we fix such a function
for each c ∈ S. If wt(c) = 1, so c = c = xi for some i, we naturally require that
c((v1, . . . , vd)) = vi. Define the function f0 : S → L by

f0(s) = sL(u) for all s ∈ S.

Note that the Zp-span of S is dense in L1(X). If it were possible to extend f0

to a Lie algebra homomorphism f : L1(X)→ L, then the restriction of f to L3(X)
would be a map with desired properties; however, one can show that in general it
is not even possible to extend f0 to a Zp-linear map on L1(X). We will overcome
this problem as follows.

We will construct a Zp-Lie algebra F(X) generated by a set Ŝ and continuous

Lie algebra homomorphisms f̃ : F(X) → L and π : F(X) → L1(X) such that

π(Ŝ ∪ −Ŝ) = S and f0(π(s)) = f̃(s) for all s ∈ Ŝ. The Lie algebra F(X) will
be obtained from a certain Lie algebra defined by generators and relations by first
taking the (λ, p)-completion and then considering its largest p-central quotient.

We will then show that there exists an open subalgebra F3(X) of F(X) such
that π is injective on F3(X) and maps F3(X) onto L3(X). Thus, there exists a Lie
algebra isomorphism π−1 : L3(X) → F3(X), and π−1 is automatically continuous.
since π is open by Corollary A.13. It is now straightforward to check that f =

f̃ ◦ π−1 : L3(X)→ L is a homomorphism with desired properties.

Step 1: Construction of F(X). Choose any total ordering on the set of monic
X-commutators such that a longer commutator is always larger than a shorter one.
Let T be the unique set of monic X-commutators such that X ⊆ T and an X-
commutator c of weight ≥ 2 lies in T if and only if c = [t, t′] with t, t′ ∈ T and
t > t′.

Let Ŝ be the set of formal symbols {st : t ∈ T}, and let F (X) be the Zp-Lie

algebra generated by Ŝ subject to relations ps[c,d] = [sc, sd] whenever c, d, [c, d] ∈ T .

Recall that if e is a monic X-commutator, then e = 1
pwt(e)−1 e. Note that p[c, d] =

[c, d] and p[c, d]L = [cL, dL] (as functions on L) for all monic X-commutators c, d.
Hence there exist (unique) Lie algebra homomorphisms π : F (X) → L1(X) and

f̃ : F (X)→ L such that π(st) = t and f̃(st) = tL(u) = f0(t) for all t ∈ T .

We define F(X) as the Lie algebra obtained from F (X) by taking first the (λ, p)-
completion and then the largest p-central quotient (see Lemma A.14). Since L and
L1(X) are both p-complete Lie algebras, the homomorphisms π : F (X) → L1(X)

and f̃ : F (X) → L induce the corresponding homomorphisms from F(X). For
simplicity of notations we will denote these induced homomorphisms by the same

symbols π and f̃ , and the image of Ŝ in F(X) will also be denoted by Ŝ.
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Note that F(X) is p-central (by construction) and powerful since F (X) is powerful
(also by construction).

Step 2: Let SX = {sx ∈ Ŝ : x ∈ X} be the subset of Ŝ corresponding to
X. Let 〈SX〉 be the abstract Zp-Lie subalgebra of F(X) generated by SX . Let
F3(X) = p2F(X) + 〈SX〉. We claim that

(i) π is injective on p2F(X)
(ii) π is injective on 〈SX〉
(iii) π(p2F(X) ∩ 〈SX〉) = π(p2F(X)) ∩ π(〈SX〉)
(iv) π(F3(X)) = L3(X).

We will need the following elementary result:

Lemma A.17. Let ϕ : C → D be a homomorphism of groups, and let A and B be
subgroups of C such that ϕ is injective on both A and B and ϕ(A∩B) = ϕ(A)∩ϕ(B).
Then ϕ is injective on AB.

Remark: Lemma A.17 automatically applies to homomorphisms of Lie rings as
well.

Proof. Suppose ϕ(ab) = 1 for some a ∈ A, b ∈ B. Then ϕ(a) = ϕ(b−1) ∈ ϕ(A) ∩
ϕ(B) = ϕ(A ∩ B). Since ϕ is injective on A and B, it follows that a, b ∈ A ∩ B
whence ab ∈ A ∩B, so ϕ(ab) = 1 forces ab = 1. �

If we prove (i)-(iv), it would follow from Lemma A.17 that F3(X) = p2F(X) +
〈SX〉 satisfies all the requirements described in Step 0 and thus finish the proof.

It is clear that π(〈SX〉) = 〈X〉 (the abstract Zp-Lie subalgebra of L1(X) generated
by X). This immediately implies (ii) since 〈X〉 is free on X and |SX | = |X|.
Conditions (iii) and (iv) can be checked by an easy direct computation. Both sides of
(iii) consist of all elements of 〈X〉 in which the coefficients of all degree 1 monomials
are divisible by p2 and the coefficients of all degree 2 monomials are divisible by p.
Thus, it remains to prove (i).

Step 3: In this step we reduce condition (i) from Step 2 to showing that π induces
an injective (and hence bijective) map π2 : p2F(X)/p3F(X)→ p2L1(X)/p3L1(X).

For each k ∈ N we have a commutative diagram

(A.7)

pkF(X)/pk+1F(X)
πk−−−−→ pkL1(X)/pk+1L1(X)yθk yθ′k

pk+1F(X)/pk+2F(X)
πk+1−−−−→ pk+1L1(X)/pk+2L1(X)

where the horizontal maps πk and πk+1 are induced by π and the vertical maps θk
and θ′k are induced by multiplication by p.

The maps θk and θ′k are automatically surjective. Moreover, θ′k is also injective
since L1(X) is torsion-free. Therefore, (A.7) shows that injectivity of πk for some k
implies injectivity of πk+1. Thus if we know that π3 is injective, then πk is injective
for all k ≥ 3 and since

⋂
k

pkF(X) = 0 (as F(X) is a p-complete Lie algebra), it

follows that π is injective on p2F(X), as desired.
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Step 4: We are now reduced to proving that the map

π2 : p2F(X)/p3F(X)→ p2L1(X)/p3L1(X)

from Step 3 is injective.
Let B be Hall’s set of basic X-commutators. We will recall the definition of B in

Step 5 below; at this point all we need to know is that B ⊆ T and B forms a basis
for the free Z-Lie algebra on X (and hence also a basis for the free R-Lie algebra on
X for any commutative ring R with 1).

Let M be the abstract Zp-submodule of F(X) generated by {sb : b ∈ B}. The
image of p2M in p2F(X)/p3F(X) is an Fp-vector space spanned by {p2sb+p

3F(X) :
b ∈ B} and π2(p2sb) = 1

pwt(b)−3 b+ p3L1(X) for all b ∈ B.

The elements { 1
pwt(b)−3 b + p3L1(X) : b ∈ B} are clearly linearly independent (in

fact, if LieFp(X) is the free Fp-Lie algebra on X, then LieFp(X) ∼= p2L1(X)/p3L1(X)

as Fp-vector spaces via the map b 7→ 1
pwt(b)−3 b + p3L1(X) for all b ∈ B), so π2 is

injective on (p2M + p3F(X))/p3F(X). Thus, to finish the proof it suffices to show
that p2F(X) = p2M +p3F(X) (where only the inclusion “⊆” needs to be justified).

Step 5: For k ∈ N let Ωk = Ωk(F(X)) = {z ∈ F(X) : pkz = 0}. In this step we
will prove the inclusion

(A.8) F(X) ⊆M + Ω2 + pF(X).

Multiplying both sides of (A.8) by p2, we get p2F(X) ⊆ p2M + p3F(X), which
would finish the proof by Step 4.

Since F(X) is powerful, to prove (A.8) it suffices to show that st ∈M+Ω2+pF(X)
for any t ∈ T . We will split the proof into two parts.

Substep 1: First we will show that st ∈ M + Ω2 for all t ∈ T such that t = [b, c]
for some b, c ∈ B (our assumptions on T imply that b > c).

Recall that B is Hall’s set of basic X-commutators (relative to the chosen ordering
on the set of all monic X-commutators) which are defined as follows:

(i) B contains X (all monic X-commutators of weight 1).
(ii) Suppose k > 1 and we already defined which monic X-commutators of

weight < k lie in B. Then a monic X-commutator c of weight k lies in B
if c = [y, z] where y, z ∈ B, y > z and either wt(y) = 1 or y = [v, w] with
w ≤ z.

By construction B ⊆ T and all elements of T of weight ≤ 2 lie in B, so we only
need to prove the assertion of Substep 1 for t with wt(t) ≥ 3.

So assume that t = [b, c] with b, c ∈ B, b > c and wt(t) = wt(b) + wt(c) ≥ 3.
Then wt(b) > 1, so b = [d, e] for some d, e ∈ B with d > e. We consider 3 cases. In
Case 3 below we will argue by downward induction on wt(c). It is clear that Case 3
can only occur if wt(c) ≤ k

3 , so all c with wt(c) > k
3 are covered by Cases 1, 2 and

2’ where we give a direct argument.

Case 1: e ≤ c. In this case t = [b, c] = [d, e, c] ∈ B, so st ∈M .
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Case 2: e > c and [e, c] > d. In this case [e, c, d] ∈ B and [d, c, e] ∈ B, so
s[e,c,d], s[d,c,e] ∈M . Moreover, since [d, e, c], [e, c, d] and [d, c, e] all lie in T , we have

0 = [sd, se, sc] + [se, sc, sd] + [sc, sd, se]

= [sd, se, sc] + [se, sc, sd]− [sd, sc, se] = p2(s[d,e,c] + s[e,c,d] − s[d,c,e]).

Hence, s[d,e,c] + s[e,c,d] − s[d,c,e] ∈ Ω2, so

st = s[d,e,c] = s[d,c,e] − s[e,c,d] + (s[d,e,c] + s[e,c,d] − s[d,c,e]) ∈M + Ω2.

Case 2’: e > c and [e, c] = d. In this case [e, c, d] = 0 and [se, sc, sd] = p[s[e,c], sd] =
0. We can essentially repeat the argument from Case 2 (just delete s[e,c,d] from the
above calculations).

Case 3: e > c and [e, c] < d. In this case [d, c, e] ∈ B and [d, [e, c]] ∈ T , so

0 = [sd, se, sc] + [se, sc, sd] + [sc, sd, se]

= [sd, se, sc]− [sd, [se, sc]]− [sd, sc, se] = p2(s[d,e,c] − s[d,[e,c]] − s[d,c,e])

and thus s[d,e,c] − s[d,[e,c]] − s[d,c,e] ∈ Ω2. We also have s[d,c,e] ∈ M . While s[d,[e,c]]

may not lie in M , since wt([e, c]) > wt(c), we know that s[d,[e,c]] ∈ M + Ω2 by the
induction hypothesis, and we are done as in case 2.

Thus, we have now proved that st ∈ M + Ω2 for all t ∈ T such that t = [b, c] for
some b, c ∈ B.

Substep 2: Let us now prove that st ∈M + Ω2 +pF(X) for all t ∈ T by induction
on k = wt(t).

As in substep 1, there is nothing to prove for k ≤ 2. So fix k ≥ 3, t ∈ T with
wt(t) = k and suppose that st′ ∈M + Ω2 + pF(X) for all t′ ∈ T with wt(t′) < k.

Write t = [t1, t2] with t1, t2 ∈ T and t1 > t2. By the induction hypothesis we can
write st1 =

∑
b∈B

nbsb + py1 + r1 and st2 =
∑
b∈B

mbsb + py2 + r2 where nb,mb ∈ Zp,

y1, y2 ∈ F(X) and r1, r2 ∈ Ω2. Therefore (using again that F(X) is powerful) we
have

(A.9) pst = [st1 , st2 ] =
∑
b,b′∈B

nbmb′ [sb, sb′ ] + p2y + pz

=
∑

b>b′∈B
(nbmb′ −mbnb′)ps[b,b′] + p2y + pz.

where y ∈ F(X) and pz ∈ [Ω2,F(X)].
Equation (A.9) implies that st − (

∑
b>b′∈B

(nbmb′ −mbnb′)s[b,b′] + py + z) ∈ Ω1. By

Substep 1, s[b,b′] ∈M + Ω2 for all b, b′ ∈ B with b > b′. Finally, by Lemma A.15(a)
pz ∈ Ω1, so z ∈ Ω2. Thus, st ∈M + Ω2 + pF(X), as desired.

The proof of Theorem A.2 is now complete. �

Let us finally prove Theorem A.9. As with Theorem A.2, we recall the statement.
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Theorem A.9. Let X = {x1, . . . , xd} and G ∈ Ob(G) or G = G3(X) . For any
finite subset {g1, . . . , gd} of G there exists a continuous group homomorphism f :
G3(X)→ G such that f(Exp(xi)) = gi for all i.

Proof. As we already mentioned, this proof is very similar to that of Theorem A.2.
We will briefly go over the argument concentrating on the non-obvious changes.

The role of L1(X) will be played by the group G1(X). Recall that G1(X) is
powerful and torsion-free, and moreover any element of G1(X)p has a unique pth

root.

For each monic X-commutator c let hc = Hc(Exp(x1), . . . ,Exp(xd)) ∈ G1(X)
where Hc is defined as at the beginning of § A.3.

Step 1: We define T exactly as in the Lie algebra case, and again we let Ŝ =

{st : t ∈ T}. We define F (X) to be the abstract group generated by Ŝ subject to
relations sp[c,d] = [sc, sd] whenever c, d, [c, d] ∈ T .

As in the Lie algebra case, we have (unique) homomorphisms with dense im-

ages π : F (X) → G1(X) and f̃ : F (X) → G such that π(st) = ht and f̃(st) =
Ht(g1, . . . , gd) for all t ∈ T (recall from § A.3 that the values of Ht : G×d → G are
well defined modulo Ω1(G)).

If F(X) is the group obtained from F (X) by taking first the (λ, p)-completion and
then taking the largest p-central quotient, we obtain induced continuous surjective

homomorphisms π : F(X)→ G1(X) and f̃ : F(X)→ G.

Step 2: Let F3(X) = F(X)p
2〈SX〉 where SX is the abstract subgroup generated

by SX = {sx : x ∈ X}. As in the Lie algebra case we reduce Theorem A.9 first
to showing that π is injective on F3(X) and then to showing that π is injective on

F(X)p
2
.

Step 3: Now we reduce to proving that the induced map π2 : F(X)p
2
/F(X)p

3 →
G1(X)p

2
/G1(X)p

3
is injective. Similarly to the Lie algebra case this is done via the

commutative diagram

(A.10)

F(X)p
k
/F(X)p

k+1 πk−−−−→ G1(X)p
k
/G1(X)p

k+1yθk yθ′k
F(X)p

k+1
/F(X)p

k+2 πk+1−−−−→ G1(X)p
k+1

/G1(X)p
k+2

where the horizontal maps πk and πk+1 are induced by π and the vertical maps θk
and θ′k are induced by raising to power p. Since F(X) and G1(X) are powerful (λ, p)-
groups, the maps θk and θ′k are surjective by Lemma A.12. Since every element of

G1(X)p has a unique pth-root, Lemma A.12 also implies that θ′k is injective.

Step 4: Define M to be the abstract subgroup generated by {sb : b ∈ B} (where
B is still Hall’s set of basic X-commutators). We claim that π2 is injective on

Mp2F(X)p
3
/F(X)p

3
. This reduces to the corresponding result in the Lie algebra

case using the simple observation that the exponential map Exp : L1(X) → G1(X)

induces an isomorphism of Fp-vector spaces pkL1(X)/pk+1L1(X)→ G1(X)p
k
/G1(X)p

k+1
.
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Step 5: As in the Lie algebra case (this time using the fact that F(X) and G1(X)
are powerful), we reduce Theorem A.9(a) to showing that

(A.11) F(X) ⊆M · Ω2 · F(X)p.

where Ω2 = Ω2(F(X)) = {g ∈ F(X) : gp
2

= 1} (the order of the product on the
right-hand side of (A.11) is irrelevant since Ω2 and F(X)p are both normal).

The argument from the Lie algebra case carries over without any changes until
Case 2 of Substep 1 where in the group case we have the equality

[sd, se, sc] · [se, sc, sd] · [sd, sc, se]−1 = s[d,e,c]
p2s[e,c,d]

p2(s[d,c,e]
−1)

p2
.

It is still true that [e, c, d], [d, c, e] ∈ B, so s[e,c,d], s[d,c,e] ∈ M . Unlike the Lie alge-
bra counterpart of this equality, the left-hand side need not be trivial; however the
element y = [sd, se, sc] · [se, sc, sd] · [sd, sc, se]−1 still lies in γ4F(X) by basic commu-

tator identities, and hence by Lemma A.12(b)(i) y = wp
3

for some w ∈ F(X). Thus,

s[d,e,c]
p2s[e,c,d]

p2(s[d,c,e]
−1)p

2
(w−p)p

2
= 1, and applying the Lemma A.12(b)(ii) we get

that there exists r ∈ λ2F(X) = F(X)p such that (s[d,e,c]s[e,c,d]s[d,c,e]
−1w−pr)p

2
= 1,

whence s[d,e,c] ∈ s[d,c,e]s[e,c,d]
−1F(X)pΩ2 ⊆M · F(X)p · Ω2, as desired.

Making similar modifications in Case 3 of Substep 1 and in Substep 2, we complete
the proof of Theorem A.9. �

References

[De] V. V. Deodhar, On central extensions of rational points of algebraic groups. Amer. J.
Math. 100 (1978), no. 2, 303–386.

[DDMS] J. D. Dixon, M. P. F. du Sautoy, A. Mann and D. Segal, Analytic pro-p groups. Second
edition. Cambridge Studies in Advanced Mathematics, 61. Cambridge University Press,
Cambridge, 1999.

[HZ] M. Horn, S. Zandi, Second cohomology of Lie rings and the Schur multiplier. Int. J. Group
Theory 3 (2014), no. 2, 9–20.

[Iw] K. Iwasawa, Local class field theory. Oxford Science Publications. Oxford Mathematical
Monographs. The Clarendon Press, Oxford University Press, New York, 1986. viii+155

[K] B. Klopsch, On the Lie theory of p-adic analytic groups. Math. Z. 249 (2005), no. 4,
713–730.

[La1] M. Lazard, Sur les groupes nilpotents et les anneaux de Lie. (French) Ann. Sci. École
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No. 26 (1965), 389–603.

[LM1] A. Lubotzky, A. Mann, Powerful p-groups. I. Finite groups. J. Algebra 105 (1987), no. 2,
484–505.

[LM2] A. Lubotzky, A. Mann, Powerful p-groups. II. p-adic analytic groups. J. Algebra 105
(1987), no. 2, 506–515.

[Ma] H. Matsumoto, Sur les sous-groupes arithmétiques des groupes semi-simples déployés.
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