
Definition. Let M be f.g. free R-module. We will say that M has rank n

if M has a basis of cardinality n.

Warning: In general rank may not be well defined. It is well defined, though,
if R is a field (exchange lemma from basic linear algebra) or R is a commu-
tative domain (to be proved later). The rank of M (when well defined) will
be denoted by rk(M).

7. Modules over PID, part I. Structure of submodules

Theorem 7.1 (structure of submodules of f.g. free modules over PID). Let
R be a PID, M a f.g. free R-module and N a submodule of M . Then there
exist

(i) a basis {y1, . . . , yn} of M and
(ii) nonzero elements a1, . . . , am ∈ R with m ≤ n s.t.

(1) {a1y1, . . . , amym} is a basis of N

(2) a1 | a2 | . . . | am.

Furthermore, the integers n and m are uniquely determined and a1, . . . , am

are uniqely determined up to multiplication by units.

Corollary 7.2. If R is a PID, M a f.g. free R-module and N a submodule
of M , then N is free and rk(N) ≤ rk(M).

7.1. Some preparations.

Observation 7.3. Let R be any ring, M an R-module, {u1, . . . , uk} and
{w1, . . . , wl} ordered tuples of elements of M . Assume that {u1, . . . , uk} is a
generating set of M . Then for any 1 ≤ i ≤ l we can write wi =

∑k
j=1 bijuj

for some bij ∈ R. Equivalently,

 w1
...

wl

 = B

 u1
...

uk

 for some matrix

B = (bij) ∈Matl×k(R).

Lemma 7.4. Let R,M, {u1, . . . , un}, {w1, . . . , wn} and B satisfy the as-
sumptions of Observation 7.3. Suppose that B ∈ GLn(R). The following
hold:

(a) {w1, . . . , wn} is a generating set of M

(b) Assume in addition that {u1, . . . , un} is a basis of M . Then {w1, . . . , wn}
is also a basis of M .
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Proof. (a) Since B ∈ GLn(R), we have

 u1
...

un

 = B−1

 w1
...

wn

. There-

fore, the submodule generated by {w1, . . . , wn} contains u1, . . . , un and hence
is equal to M .
(b) Assume that {w1, . . . , wn} is linearly dependent, so there exist r1, . . . , rn ∈

R, not all 0, s.t.
∑

riwi = 0 or
(

r1 . . . rn

) w1
...

wn

 = 0 and hence

(
r1 . . . rn

)
B

 u1
...

un

 = 0.

Since u1, . . . , un are linearly independent, we must have
(

r1 . . . rn

)
B =(

0 . . . 0
)
. Multiplying by B−1, we get

(
r1 . . . rn

)
=
(

0 . . . 0
)
,

so each ri = 0. �

Theorem 7.5 (Smith Normal Form). Let R be a PID, k, n ∈ N and A ∈
Matk×n(R). Then A can be written as A = CDB where B ∈ GLn(R),

C ∈ GLk(R) and D ∈ Matk×n(R) is equal to



a1 0 . . . 0
0 a2 . . . 0

.

.

.
.
.
.

. . . 0
0 0 . . . am

0

0 0

 for

some m ≤ min{n, k} and nonzero a1, . . . , am with a1 | a2 | . . . | am. The
matrix D is called the Smith Normal Form of A. Its entries a1, . . . , am are
uniquely determined up to multiplication by units.

Lemma 7.6. Let R be a Noetherian ring and M a f.g. R-module. Then
any submodule of M is finitely generated.

Proof. This will be assigned as a homework problem. �

7.2. Proof of the existence part of Theorem 7.1.

Proof. Let {x1, . . . , xn} be a basis of M and let {u1, . . . , uk} be some fi-
nite generating set of N (it exists by Lemma 7.6). Then ui’s are R-linear

combinations of xj ’s, so there is a matrix A ∈ Matk×n(R) s.t.

 u1
...

uk

 =

A

 x1
...

xn

. Put A into Smith normal form, that is, write A = CDB where

C ∈ GLk(R), B ∈ GLn(R) and D = diagk×n(a1, . . . , am) with a1 | . . . | am.
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Now let

 y1
...

yn

 = B

 x1
...

xn

 and

 v1
...

vk

 = C−1

 u1
...

uk

. By Lemma 7.4

{y1, . . . , yn} is a basis of M and {v1, . . . , vk} is a generating set for N . Note
that v1

...
vk

 = C−1A

 x1
...

xn

 = C−1AB−1︸ ︷︷ ︸
D

 y1
...

yn

 =


a1 0 . . . 0
0 a2 . . . 0
...

...
. . . 0

0 0 . . . am

0

0 0




y1
...
...

yn

 =


a1y1

...
amym

0
...

 .

Thus vi = aiyi for 1 ≤ i ≤ m and vi = 0 for i > m. Since {v1, . . . , vk} is a
generating set for N , {v1, . . . , vm} is also a generating set for N .

It remains to show that v1, . . . , vm are linearly independent. If
m∑

i=1
rivi = 0,

then
m∑

i=1
(riai)yi = 0. Since {yi} are linearly independent, this implies that

riai = 0 for all i and hence each ri = 0 (for R is a domain). This finishes
the proof of the existence part of Theorem 7.1. �

7.3. What is next? Note that the proof of the existence part of Theo-
rem 7.1 used only the existence (not the uniqueness) of the Smith Normal
Form. Also note that the uniqueness part of Theorem 7.1 does not obvi-
ously follow from the uniqueness of the Smith Normal Form; on the contrary,
as the above argument shows, the converse is true: the uniqueness part of
Theorem 7.1 implies the uniqueness of the Smith Normal Form. This ob-
servation will be a part of our general argument for a complete proof of
Theorem 7.1, Smith Normal Form Theorem as well as two versions of the
classification theorem for finitely generated modules over PIDs – invariant
factors (IF) form and elementary divisors (ED) form.

In Lecture 8 we will prove existence of the Smith Normal Form, which
by the above argument implies the existence part of Theorem 7.1. This
will easily imply the existence part of the classification theorem in IF form
which, in turn, will imply the existence part of the classification theorem in
ED form.

The uniqueness parts of these four theorems will be established in re-
verse order (in Lecture 9). First we will prove the uniqueness part of the
classification theorem in ED form, then deduce the uniqueness part of the



4

classification theorem in IF form. This will imply the uniqueness part of
Theorem 7.1 which finally implies the uniqueness of the Smith Normal Form
(we have already proved the last implication).


