
Homework #1. Due Saturday, January 27th, by 11:59pm

All reading assignments and references to exercises, definitions etc.

are from our main book ‘Coding Theory: A First Course’ by Ling and

Xing

Reading:

1. For this homework assignment: Chapters 1 and 2

2. Plan for next week: Tue, Jan 23 – Chapter 2; Thu, Jan 25 – 3.1

and 4.1.

Problems:

For problems (or their parts) marked with a *, a hint is given later

in the assignment. Do not to look at the hint(s) until you seriously

tried to solve the problem without it.

1. The parity-check code of length n, denoted below by PCCn, is

defined by

PCCn = {x1 . . . xn ∈ {0, 1}n :
n∑

i=1

xi is even}.

(a) Prove formally that PCCn is 1-error detecting in the sense of

Definition 2.5.4 (page 12).

(b)* As we will observe in Lecture 2, |PCCn| = 2n−1. Prove that

PCCn is the largest possible 1-error detecting binary code of

length n, that is, prove that if C ⊆ {0, 1}n is any binary code

of length n which is 1-error detecting, then |C| ≤ 2n−1.

2. Given an integer n ≥ 2, let Zn = {0, 1, . . . , n − 1} (here we are

thinking of elements of Zn as integers, not as congruence classes mod

n, the latter being a typical convention in MATH 3354). Recall that

the ISBN-10 code I10 is defined by

I10 = {x1x2 . . . x10 ∈ (Z11)
10 s.t. 11|(10x1 + 9x2 + . . . + 2x9 + x10)}

(The notation a|b means that a divides b, that is, b = ac for some

integer c).

The ISBN-13 code I13, which replaced the ISBN-10 code in 2007, is

defined by

I13 = {x1x2 . . . x13 ∈ (Z10)
13 s.t. 10 | (x1+3x2+x3+3x4+. . .+3x12+x13)}
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(the coefficients are alternating between 1 and 3). Thus, the ISBN-13

code has larger length (13 instead of 10), but uses smaller alphabet (10

symbols instead of 11).

(a) Prove that I10 and I13 are both 1-error detecting.

(b) Prove that I10 detects any transposition error, that is, any error

where two different symbols in the original word are swapped

(e.g. 1357924687 is sent and 1327954687 is received).

(c) Prove that I13 does not necessarily detect transposition errors.

Does it detect some transposition errors? If yes, which ones?

(d) How would the properties of I13 change if the weights 1 and 3

in the definition were replaced by another pair of integers?

3. Problem 2.7, page 15. Replace IMLD by INND (incomplete

nearest neighbor decoding) in the instructions for this problem.

4. Problem 2.8, page 15. Make sure to prove your answer.

5.

(a) Problem 2.3, page 15.

(b) Give an example of a binary code C (no restrictions on the

length of C) and a word w such that if the memoryless binary

channel from Problem 2.3 is used for transmission and w is

the received word, then both the complete NND rule and the

complete MLD rule apply to w without getting to the “random

choice” stage, but yield different answers.
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Hint for 1(b): Argue by contrapositive – assume that |C| > 2n−1

and deduce that d(C) = 1. Then apply a suitable theorem from Chap-

ter 2.


