
4. Divisibility and the Greatest Common Divisor

Definition. Let a, b ∈ Z. We say that a divides b and write a | b if b = ak

for some k ∈ Z.

The following lemma collects some basic properties of divisibility:

Lemma 4.1. Let a, b, c ∈ Z. The following hold:

(δ1) a | 0 and 1 | a for all a ∈ Z
(δ2) If a | b and b 6= 0, then |a| ≤ |b|
(δ3) If a | b and a | c, then a | (b+ c)

(δ4) If a | b, then a | bk for every k ∈ Z.

Proof. (δ1) follows directly from definition since 0 = a · 0 and a = 1 · a for

any a ∈ Z.

(δ2) Since a | b, we have b = ak for some k ∈ Z, and since b 6= 0, we must

have k 6= 0. But then |k| ≥ 1, and therefore |b| = |ak| = |a||k| ≥ |a|, as

desired.

(δ3) Since a | b and a | c, we have b = ak and c = al for some k, l ∈ Z.

Adding these equalities, we get b+ c = ak + al = a(k + l). Since k + l ∈ Z,

by definition we have a | (b+ c).

(δ4) is proved similarly to (δ3). �

Definition. Let a, b be integers, at least one of which is nonzero. The

greatest common divisor of a and b, denoted by gcd(a, b), is the largest

integer d which divides both a and b.

Before proceeding, we make some basic remarks about this definition.

(i) We have to exclude the pair (a, b) = (0, 0) since in this case any

integer divides both a and b, so there is no largest integer with this

property.

(ii) On the other hand, if a 6= 0 or b 6= 0 and if some d divides both a

and b, then by property (δ2) we have |d| ≤ |a| (if a 6= 0) or |d| ≤ |b|
(if b 6= 0). This ensures that there are only finitely many integers

dividing both a and b, so in particular there exists the largest integer

with this property. Thus, gcd(a, b) is indeed defined.

(iii) We always have gcd(a, b) ≥ 1 (so gcd(a, b) is always positive). In-

deed, 1 divides a and b by (δ1), so the largest integer dividing both

a and b must be at least 1.

We now formulate our main theorem about the greatest common divisor:
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Theorem 4.2 (GCD Theorem). Let a, b ∈ Z with (a, b) 6= (0, 0). The

following hold:

(a) There exist u, v ∈ Z such that gcd(a, b) = au + bv. Moreover,

gcd(a, b) is the smallest positive integer representable in the form

am+ bn with m,n ∈ Z.
(b) If c is any integer such that c | a and c | b, then c | gcd(a, b).

Before proving this theorem, we give an illustration of part (a). Let a = 20

and b = 12, in which case gcd(a, b) = 4. We can write 4 = 20·(−1)+12·3 (so

we can take u = −1, v = 2 in GCD Theorem(a)); this representation is not

unique as we can also write 4 = 20·2+12·(−3). For the ‘moreover’ part, take

any integer k of the form k = 20m+ 12n. Then 4 divides k since 4 divides

both 20 and 12, so if k is also positive, we must have k ≥ 4 = gcd(a, b).

Proof of GCD Theorem. We begin by explaining the general logic in the

argument below. The proof will be completed in three steps:

Step 1: Define d to be the smallest positive integer of the form am + bn

with m,n ∈ Z.

Step 2: Show that if c | a and c | b for some c ∈ Z, then c | d.

Step 3: Show that d defined as in step 1 satisfies the definition of the

greatest common divisor of a and b (that is, d = gcd(a, b)).

Note that Steps 1 and 2 alone do not prove any parts of GCD Theorem

since at the end of Step 2 we do not know anything about the relationship

between d and gcd(a, b). However, once Step 3 is completed, we can replace

d by gcd(a, b) in the statements of Steps 1 and 2 and thereby deduce both

parts of GCD Theorem. We now proceed with the actual proof.

Step 1: As suggested above, we let

S = {x ∈ Z>0 : x = am+ bn for some m,n ∈ Z}

and define d to be the minimal element of S. 1 Thus in particular, d = au+bv

for some u, v ∈ Z.

Step 2: If c | a and c | b, then c divides d = au + bv by the combination

of divisibility properties (δ3) and (δ4).

Step 3: Finally we check that d = gcd(a, b). This, in turn, is completed

in two substeps. First we prove that d | a and d | b. We will show that

d | a (verification of the condition d | b is analogous). We shall argue by

contradiction.

1Note that S indeed has minimal element by the well-ordering principle since S is a
subset of Z>0 (by definition) and S is non-empty (to ensure that S 6= ∅ note that integers
a,−a, b,−b are all of the form am + bn and at least one of those integers is positive since
a and b are not both zero).
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So suppose that d - a. As proved in Lecture 3, we can always divide a by

d with remainder: a = dq+r with q, r ∈ Z and 0 ≤ r < d. But if r = 0, then

by definition d | a (contrary to our assumption), so we must have r > 0.

Note that we can write

r = a− dq = a− (au+ bv)q = a(1− uq) + b(−v).

Thus, r is a positive integer of the form am+ bn with m = 1− uq ∈ Z and

n = −v ∈ Z, so by definition, r is an element of S. This is impossible since

r < d and d was defined to be the minimal element of S.

Thus, we proved that d | a and d | b (so d is a common divisor of a and b),

and it remains to show that there is no common divisor of a and b which is

larger than d. This follows easily from the result of Step 2. Indeed, suppose

that c | a and c | b for some c ∈ Z. Then c | d by Step 2, so by divisibility

property (δ2) we must have c ≤ |c| ≤ |d| = d. Therefore, d is indeed the

greatest common divisor of a and b. �

We note that our definition of the greatest common divisor is different

from the one in Gilbert’s book. The definition that we gave has two ad-

vantages: it is probably more intuitive, and it clearly implies that gcd(a, b)

exists and is unique. The “price” that we had to pay is the more convoluted

structure of the proof of GCD theorem than the one in Gilbert’s book. Any-

way, once GCD theorem is proved, it is clear that the two definitions are

equivalent, so either definition can be used in all subsequent applications.

4.1. Euclidean algorithm. We finished the lecture with the discussion of

the Euclidean algorithm for computing gcd(a, b) as well as integers u and v

satisfying gcd(a, b) = au+ bv.

The algorithm is based on the following lemma, whose proof is left as a

homework exercise.

Key Lemma. Let a, b, q, r ∈ Z with a = bq+ r. Then gcd(a, b) = gcd(b, r).

Based on this lemma, we have the following algorithm for computing the

greatest common divisor of two integers a and b (assume for simplicity that

a and b are positive). After switching the order of a and b if necessary, we

can assume that a ≥ b. Divide a by b with remainder: a = bq + r, and

replace the pair (a, b) by the pair (b, r). Apply the same procedure to (b, r)

and keep going until we get a pair of the from (d, 0) (that is, until we get

0 as the remainder). Since gcd(d, 0) = d for d > 0, the number d from that

pair is equal to gcd(a, b) according to the Key Lemma.

Below we illustrate the algorithm with a = 51 and b = 36:
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51 = 36 · 1 + 15 36 = 15 · 2 + 6

15 = 6 · 2 + 3 6 = 3 · 2 + 0.

Thus, gcd(51, 36) = 3.

Now we will use the above example to show how one can find (algorith-

mically, without guessing) integers u, v such that au + bv = gcd(a, b) (the

existence of such u and v is proved in the GCD theorem, but the proof of

GCD theorem does not provide an effective procedure for finding u and v).

To find u and v we go back to our computation of gcd(a, b) and rewrite

each equation except the last one (with zero remainder) leaving the remain-

der on the left-hand side and everything else to the right-hand side:

15 = 51− 36 · 1

6 = 36− 15 · 2

3 = 15− 6 · 2 .

Now starting with the last equation in this list and successively using earlier

equations (moving from the bottom to the top), we express gcd(a, b) in the

form au+ bv for some u, v ∈ Z:

gcd(a, b) = 3 = 15− 6 · 2

= 15− (36− 15 · 2) · 2 = 15− 36 · 2 + 15 · 4 = 15 · 5− 36 · 2

= (51− 36 · 1) · 5− 36 · 2 = 51 · 5− 36 · 5− 36 · 2 = 51 · 5 + 36 · (−7).

Thus in our example gcd(a, b) = au+ bv where u = 5 and v = −7.

4.2. Book references. This lecture essentially follows the exposition in

[Gilbert, 2.4] except that we use a different (initial) definition of the greatest

common divisor. Pinter discusses the greatest common divisor in Chapter 22

(and gives the same definition as Gilbert’s book); however, his proof of GCD

Theorem is completely different as he uses the notion of ideal of a ring and

the fact that every ideal of Z is principal (we will talk about ideals at the

end of the course, but you may want to look up the relevant definitions right

now).


